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Memetic algorithms (MAs) are meta-heuristics that join genetic algorithms with hill climbing. 
MAs have recognized success in solving difficult search and optimization problems. Hyperheuris-
tics are proposed as an alternative to meta-heuristics. A hyperheuristic is a mechanism that chooses 
a heuristic from a set of heuristics, applies it to a candidate solution, and then makes a decision for 
accepting or rejecting the new solution. In a traditional MA, a single hill climbing method is util-
ized during the search process. In the presence of multiple hill climbers, the hyperheuristic mecha-
nisms can be adapted for the MAs and employed to exploit the strength of each hill climber better 
without changing the framework of the MAs. In this study, a set of such mechanisms referred to as 
hyperhill-climbers is investigated for solving exam timetabling problems.  
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1. Introduction 
Practical timetabling problems are NP complete constraint optimization problems [16]. A set of 
events and resources are scheduled subject to a set of constraints. Due to the immense search space 
and the constraints, traditional approaches might fail in obtaining an optimal solution for a given 
problem. Numerous approaches, including meta-heuristics and hyperheuristics are proposed for 
timetabling problems [9]. Ozcan [27] covers different constraint types in timetabling problems. 
Course timetabling, exam timetabling, sports timetabling and nurse rostering are the most com-
monly studied problem types in the literature. This study focuses on exam timetabling problems.  

Heuristics are used to make a move from a given point in a landscape to another point during 
the search.  Heuristics can be classified as mutational heuristics and hill climbers. A hill climber is 
a local search technique that aims to produce a candidate solution with an improved quality when-
ever applied, whereas mutational heuristics do not have such a purpose. Cowling, et al. [13] de-
scribe hyperheuristics as methods that are used to select a low level heuristic from a set of heuris-
tics during the search. In a simple hyperheuristic, a single candidate solution representing a prob-
lem at hand is continuously processed in an iterative cycle until some termination criteria are satis-
fied. At each step, a heuristic is selected based on some problem independent criteria, such as the 
fitness change. Then it is applied to the candidate solution producing a new one. This new solution 
is accepted or rejected based on a strategy within the hyperheuristic.  

Burke et al. [6] provide a hyperheuristic framework that allows the use of any type of heuris-
tics together. Ozcan et al. [29] propose different hyperheuristic frameworks for utilizing hill climb-
ers together with mutational heuristics. One of the proposed frameworks, in which a hill climber is 
invoked after the application of a selected mutational heuristic, yields an improved performance. 
Bilgin et al. [4] analyze the performance of thirty five simple hyperheuristics on a set of bench-
mark functions and a set of exam timetabling benchmark problems by pairing up five heuristic 
selection and seven move acceptance strategies.  

Genetic Algorithms (GAs), proposed by Holland [20], are inspired from the Darwinian theory 
of evolution and population genetics. Memetic Algorithms (MAs) [25] are hybrid approaches that 
use local search (hill climbing) within GAs. A meme denotes a hill climbing method. There is 
strong empirical evidence that the use of a meme improves the performance of a GA [28]. MAs are 
already used in solving many hard problems, including timetabling problems. Burke et al. dis-
cusses the MAs for timetabling in [8]. In [1], [26] and [30], a successful MA is described for dif-



ferent type of timetabling problems. Each MA uses a problem tailored, violation directed mecha-
nism, named as VDHC that manages a set of constraint based hill climbers. This study is an exten-
sion to these previous studies. A set of MAs is investigated using multiple hill climbers for solving 
a set of benchmark exam timetabling problem instances. The MAs include four different VDHC 
instances and a set of hyperheuristics which will be referred to as hyperhill-climbers used for dy-
namically determining the suitable hill climber. Moreover, the problem formulation in [12] is used 
for exam timetabling which is a different formulation than the one used in [30]. 

2. Preliminaries 
Memetic Algorithms (MAs) use local search techniques to improve the exploitation capability of 
GAs [2],[25]. In a traditional GA, candidate solutions are encoded as chromosomes which form the 
individuals. Each individual is made up of genes, where each gene receives an allele from a set of 
predetermined values. For example, in a binary encoding an individual is a binary string, where 
{0,1} is the allele set. In the initial generation, a population of random individuals is generated. A 
fitness function is used to measure the quality of an individual. In an evolutionary cycle, all indi-
viduals go through a set of genetic operations, i.e. selection, crossover and mutation. Depending 
on the fitness of all the individuals in the population, two of them, termed as mates, are randomly 
selected through a mechanism which favors individuals with better fitness values. Tournament se-
lection strategy randomly compares the fitness of a tournament size number of individuals and se-
lects the one having the best quality as one of the mates. A crossover mechanism is applied to the 
selected mates, generating new candidate solutions called offspring. One point crossover randomly 
determines a crossover location and exchanges the parts of the mates to one side of this point 
forming two new individuals. The traditional mutation mechanism changes each allele to another 
value from the allele set, usually with a probability of 1/chromosome_length for each gene in each 
offspring. Finally, the current population is replaced using individuals from the current generation 
and from the offspring pool. A weak elitist strategy for a trans-generational MA (or GA) keeps the 
best two individuals from the current generation and the rest of the population is filled in from the 
offspring pool. Evolution terminates whenever some criteria are satisfied. 

In a traditional MA, a hill climbing method is applied to each offspring following the mutation 
step. In this manner, a pool of improved offspring is formed. Notice that in the existence of a set of 
hill climbers, a mechanism can be used to select one from this set during the improvement stage 
without changing the original MA framework. For example, Krasnogor formalizes a co-
evolutionary framework in [23] as multimeme memetic algorithms and describes a self-adaptive 
mechanism based on a Lamarckian learning approach. Another possibility is making use of hyper-
heuristics for deciding which hill climber to apply whenever necessary. In this study, such mecha-
nisms are investigated. Existing hyperheuristics are adapted to select the best hill climber and the 
best hill climber orderings within an MA. Cowling et al. discuss most of the simple hyperheuristics 
in [13]. Simple Random (SR) heuristic selection mechanism randomly chooses one of the low level 
heuristics. Random Permutation Gradient (RPG) generates a random permutation of the low level 
heuristics at first. Then, RPG applies the low level heuristics in turn repeatedly without changing 
the order of heuristics as long as an improved result is produced. The Greedy (GR) method allows 
all heuristics to process a given candidate solution and chooses the one that generates the most im-
proved solution. Choice Function (CF) [22] makes a selection based on the performance history of 
each low level heuristic and the successively applied pair of low level heuristics. The performance 
is evaluated using a problem independent measure such as the degree of the previous improvement 
and the execution time. Gaw et al. [19] study the CF based hyper-heuristics in a different context. 
Bilgin et al. [4] and Ayob et al. [3] utilize Improving and Equal (IE) move acceptance mechanism 
which rejects only worsening moves. Kendall et al. [21] test the Great Deluge (GD) acceptance 
criterion combined with the SR heuristic selection method as a hyper-heuristic on a set of channel 
assignment problems. In GD, all moves generating a better or equal objective value than a level 
computed at each step during the search are accepted. The initial level is set to the objective value 
of the initial candidate solution. At each step, the level is updated at a linear rate towards the ex-
pected objective value.  



Except the CF, all strategies can be directly used as a hyperhill-climber within an MA to select 
the best hill climber whenever required. Each individual is allowed to carry a performance measure 
along with the genetic material as in multimeme memetic algorithms [23]. Updates are performed 
in the same way as in [22], [14]. Still, a mechanism is needed for transmitting the measure values 
of the mates to the offspring. In this study, the simplest strategy is chosen and a randomly selected 
measure is transmitted to each one. GD requires an initial level to be defined. Traditionally, this 
level is the fitness of the initial candidate solution in a simple hyperheuristic framework. But, MAs 
are population based techniques, hence the average fitness of the initial population is used as the 
initial level in the GD.  

3. Memetic Algorithms for Exam Timetabling 
Exam timetabling problems (ETPs) require a search for an optimal arrangement of resources for a 
set of exams based on a set of constraints. The constraints can be divided into two groups; hard 
and soft constraints. In a feasible solution, all hard constraint must be satisfied. For instance, a stu-
dent cannot attend two different exams at the same time. The soft constraints are preferences that 
increase the quality of a solution. For example, increasing the free time between consecutive ex-
ams of a student can be considered as a soft constraint. More on exam timetabling can be found in 
[5], [9], [12], [32]. In this study, the formulation of the exam timetabling problem provided by 
Carter et al. [12] is used. An optimal schedule for a set of exams is searched for balancing the load 
of the students subject to the constraint that a student must attend no more than one exam at any 
time slot (period). An assignment in an ETP is an ordered pair (x,y), where x∈A (set of exams), 
y∈B (set of periods). The interpretation of this assignment in terms of ETP is: “Exam x starts at 
time y”.  Given E exams and a timetable of P periods, the search space size is EP, hence non-
traditional approaches are preferred for solving exam timetabling.  The cost function for evaluating 
the quality of a given solution x is formulated as in Equation 1.  
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E is the number of exams, S is the number of students, cij is the number of students taking the ex-
ams i and j; i, j ∈(1, …, E), wt is the violation weight  for t free time slots between exams i and j. 

In this study, a traditional MA framework is used as described in Section 2. An allele value in-
dicates the period assigned for the corresponding exam. The chromosome length is equal to the 
number of exams for a given problem instance. Two different initial population generation meth-
ods are implemented.  The first method, named as Largest Degree First (LDF), schedules the ex-
ams in descending order of the number of conflicts. The exam that causes the largest number of 
conflicts with the other exams is scheduled first. During this process, one of the available periods 
is randomly assigned to the exam. An available period is the one that does not cause an overlap 
with the previously scheduled exams. If there is no such period, then the exam is randomly sched-
uled. The second method referred to as Largest Weighted Degree First (LWD), schedules the ex-
ams in a similar manner. However, instead of using the raw the number of conflicts, each exam is 
weighted by the total number of students involved in the conflicts for that exam. The assignment 
process is the same as LDF. Both approaches are explained further in [9]. 

Considering the decomposable cost function in Equation 1, three constraint types can be iden-
tified: C1, C2 and C3. C1 is a hard constraint, covering the violations due to conflicting exams 
which are not supposed to overlap. C2 and C3 represent soft constraints. C2 imposes a condition 
such that at least three free periods should be between the exams a student should take. Similarly, 
C3 imposes a condition such that at least six free periods should be between the exams a student 
should enter. Based on this perspective, three simple hill climbers are implemented to be used 
within the MA: HC1, HC2 and HC3. Each hill climber attempts to fix the violations due to the cor-
responding constraint type. Hence, a gradual improvement of individuals is emphasized. 

As a data structure, a list for each constraint type is maintained to keep track of the exam pairs 
which generate a related violation in each individual. A hill climber goes through the relevant list 



of all exam pairs one at a time. An exam pair from this list is chosen randomly. Then the randomly 
selected exam is rescheduled to one of the available periods. If there is no such period, then the 
other exam goes under the same operation. The lists are updated. All hill climbers operate in the 
same way. The MA requires a mechanism to select the best hill climber after the mutation step. All 
mechanisms are organized in three groups. Since, there is a small number of hill climbers, all of 
them can be applied to an individual in some predefined order successively. The first group of 
mechanisms contains six permutations of three hill climbers for evaluating the significance of the 
heuristic orderings. The MAs using such a mechanism is denoted by MA_123, MA_132, MA_213, 
MA_231, MA_312, and MA_321 where the order of the numbers {1,2,3} indicates the application 
order of the related hill climber, e.g., MA_123 applies HC1, HC2 and HC3 consecutively.  

The second group of hyperhill-climbers arranges the order of the hill climbers based on the 
number of violations due to each constraint type. The violation ordering hyperhill-climber (VIOO) 
uses the raw number of violations for ordering the hill climbers. The violations are counted for 
each constraint type and they are sorted from the one that causes the highest number of violations 
towards the one that causes a lower number of violations. Then the corresponding hill climbers are 
applied in that order. The cost ordering hyperhill-climber (CSTO) uses a similar idea. The 
weighted cost for each constraint type is utilized instead of the raw violations for sorting the hill 
climbers.  The MAs using these mechanisms are referred to as MA_VIOO and MA_CSTO. Their 
performances are compared to a MA using the RPG hyperhill-climber (MA_RPG) that determines 
a random order for HC1, HC2 and HC3 and applies it to an individual. Ozcan describes heuristic 
templates for timetabling in [27] and [28]. Ozcan et al. use an instance of a heuristic template in 
[30]. A modified version, denoted as VIOD and CSTD are utilized in this study. Note that this for-
mulation of the exam timetabling problem is different than the previous formulation used in [30]. 
VIOD and CSTD are violation directed heuristics that organize multiple hill climbers where each 
one improves a corresponding constraint type in a given problem based on the heuristic template 
as presented in Figure 1. Three iterations, each of which can be considered as a single stage, are 
performed in the second while loop 2.a. in Figure 1. In the first stage, the area of concern is 
marked as all exams. In the second stage, a subset of exams is randomly chosen from the individ-
ual. In the last stage, the area of concern is lowered further to a random pair of exams. At each 
stage a selected hill climber is applied through evaluating the violations due to each constraint 
type. The higher the number of violations is, the higher the chance that the corresponding hill 
climber will be invoked. VIOD uses the raw number of violations during the evaluation for select-
ing a hill climber, while CSTD uses the weighted cost for that purpose. MA_VIOD and 
MA_CSTD utilize these heuristics in an MA framework as the third group of hyperhill-climbers.  

The last group of mechanisms consists of the hyperhill-climbers as described in Section 2. 
Two heuristic selection methods (CF, SR) and two acceptance criteria (IE, GD) are paired up. The 
MAs utilizing the hyperhill-climbers are labeled as MA_CF_IE, MA_SR_IE, MA_SR_GD and 
MA_CF_GD. The same settings in [22], [14] for CF are used. For a given problem, there might be 
many hill climbers in which case GR becomes impractical. A modified version, referred to as 
mGR is used as a hyperhill-climber. In the MA_mGR, two memes are randomly chosen during the 
hill climbing stage. They are executed separately and the most improved individual is accepted.  

In [17], parameter control techniques are classified based on: what is changed (operator prob-
abilities, hill climbing method etc.), how the change is made (deterministic, adaptive, self-
adaptive), the scope of the change (population level, individual level, etc.) and the evidence upon 
which change occurs (monitoring performance of operators, population diversity, etc.). In the de-
terministic method of changing the parameters, there is a deterministic rule which is used to mod-
ify the parameters without using any feedback from the search. In the adaptive mechanisms, the 
feedback taken from the ongoing search guides the change in the parameters. In self-adaptation, 
the parameters are coded into the chromosomes and are allowed to evolve along with the individu-
als. The hyperhill-climbers used within the MAs during this study can be classified based on this 
terminology. The first group of hyperhill-climbers is deterministic, while the second group of 
mechanisms is adaptive mechanisms, except the deterministic one RPG. The other hyperhill-
climbers in this group adaptively select an appropriate hill climber by dividing a candidate solution 
into three subparts based on a decomposable penalty oriented fitness function. Hence, a component 



level adaptation is employed. In the third group, SR_GD is an adaptive mechanism, operating at 
individual level, while CF_IE and CF_GD are self-adaptive mechanisms, operating at population 
level. On the other hand, mGR and SR_IE are deterministic hyperhill-climbers.  

 
1. mark the area of concern as all events 
2. while (some termination criteria are not satisfied) do 

a. while (there is improvement and some termination criteria2 are not satisfied) do 
i. select a constraint type evaluating each constraint type violations for the 

marked events 
ii. apply hill climbing  for the selected  constraint type to all events within the 

area of concern 
b. end while 
c. lower the area of concern and mark the related events 

3. end while 
Figure 1. Pseudo-code of a heuristic template for timetabling 

4. Experimental Results 
Six problems from Carter’s benchmark [12] are used. The characteristics of each problem instance 
are presented in Table 1. In the MAs, the population size is fixed as 200, crossover is always ap-
plied to selected mates. For each experiment 20 runs are performed. A run is terminated whenever 
the maximum number of generations is exceeded, namely 10,000. All the results are validated via 
the tool provided at http://www.cs.nott.ac.uk/~rxq/data.htm. As an evaluation criterion, the best 
fitness value achieved during the runs is used. Additionally, a ranking considering the ties is per-
formed among the compared approaches based on this offline performance criterion.  

Table 1. The characteristics of Carter’s benchmarks used during the experiments 

Test Case No.of Exams No. of Students Enrollments Density of Conflict No. of Periods
Hec-s-92 81 2823 10632 42.0% 18 
Kfu-s-93 461 5349 25113 5.6% 20 
Lse-f-91 381 2726 10918 6.3% 18 
Sta-f-83 139 611 5751 14.4% 13 
Ute-s-92 184 2750 11793 8.5% 10 
Yor-f-83 181 941 6034 28.9% 21 

 
During the first part of the experiments, the initialization methods and the predefined hill 

climber orderings are tested. Each MA using a different hill climber ordering is compared with 
both initialization methods. The performance of twelve MAs is ranked from 1 to 12, from the best 
towards the worst for each benchmark data. The average rank of each method over the benchmarks 
using a different initialization scheme is provided in Figure 2 in which the x-axis denotes the dif-
ferent methods and the y-axis shows the average ranks. The MAs using LWD for initialization are 
illustrated as textured bars. MA_213 using LWD as the initial population generation scheme yields 
the best performance. It is also observed that using HC3 as the first hill climber generates poor 
results. LWD is used for initial population generation during the further experiments, since it has a 
slightly better performance than LDF. 

In the second set of experiments, MA_RPG and other mechanisms that rely on the violations 
due to each constraint type for managing the hill climbers are tested. Experiments are divided into 
two subparts. In the first part of the experiments, the order of the hill climbers to be applied 
changes in time. As a hill climber ordering strategy, MA_CSTO provides the best performance on 
average as illustrated in Figure 3(a). MA_VIOO does not seem to be a viable strategy, since it has 
a slightly poorer performance than MA_RPG. Narrowing down the area of concern as the hill 
climbers are applied seems to be an effective strategy. MA_VIOD delivers a better performance as 
compared to MA_CSTD as shown in Figure 3(a).  



The results obtained from the last set of experiments are summarized in Figure 3(b). 
MA_SR_IE and MA_CH_GD provide the best performance. MA_mGR has the worst perform-
ance, although it visits more states as compared to the rest of the MAs in this group of experi-
ments. The approach seems to get stuck at a local optimum due to the intensive use of hill climbers 
in MA_mGR. 
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Figure 2. The average rank of each MA using a different hill climber ordering, where the textured 
bars indicate the MA using LWD and the other using LDF for initialization 
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Figure 3. The average rank of each MA with a different hyperhill-climber for (a) the second and 
(b) third group of experiments. 

The best MAs from the experiments and some previous approaches from the literature are 
compared. The approaches are divided into three groups: deterministic heuristics, stochastic meth-
ods, and the best MAs obtained during this study. Due to the parameter variances among the sto-
chastic approaches and different termination criteria, the comparison between the algorithms can 
be considered as an indirect comparison as presented in Table 2. The hyperhill-climbers within the 
MAs provide a promising performance. MA_SR_IE turns out to be the best among the MAs, even 
though due to the termination criteria the maximum number of states it visits is fewer as compared 
to MA_312, MA_CSTO and MA_VIOD. MA_SR_IE and MA_CH_GD perform better than the 
LD, SD, LWD and LE heuristics. 

Table 2. The performance comparison of the MAs with previously used approaches based on the 
best fitness values. 

Approaches,   
[Source]  Hec-s-92 Kfu-s-93 Lse-f-91 Sta-f-83 Ute-s-92 Yor-f-83 

Avr. 
ranks

LD, [12] 10.8 14.0 12.0 162.9 38.3 49.9 10,3
SD, [12] 12.7 15.9 12.9 165.7 31.5 44.8 12,6
LWD, [12] 15.8 22.1 13.1 161.5 26.7 41.7 12,5
LE, [12] 15.9 20.8 10.5 161.5 25.8 45.1 11,6

(a) (b) 



Wal, [33] 12.9 17.1 14.7 158.0 29.0 42.3 13,2
GS, [15] 12.4 18.0 15.5 161.0 29.9 41.0 13,5
Cal, [10]   9.2 13.8   9.6 158.2 24.4 36.2 2,6
BN, [7] 11.3 13.7 10.6 168.3 25.5 36.8 5,9
Mal, [24] 10.6 13.5 10.5 157.3 25.1 37.4 2,2
PS, [31] 10.8 16.5 13.2 158.1 27.8 38.9 8,6
CT, [11] 10.8 14.1 14.7 134.9 25.4 37.5 5,4
MMAS, [18] 11.3 15.0 12.1 157.2 27.7 39.6 6,4
MA_312 11.7 16.0 14.0 157.8 26.3 41.8 9,5
MA_CSTO 11.7 16.1 13.5 158.3 27.2 41.3 10,8
MA_VIOD 11.6 16.5 13.2 158.4 26.7 41.5 10,3
MA_CH_GD 11.8 16.1 13.4 157.7 26.3 40.9 8,8
MA_SR_IE 11.7 15.8 13.3 157.9 26.7 40.7 8,1

5. Conclusions 
Hyperheuristics are becoming a central research area beside metaheuristics in search and optimiza-
tion. This study shows that they can be used as a support mechanism for managing multiple hill 
climbers within metaheuristics. Memetic algorithms (MAs) as metaheuristics are successfully util-
ized for solving many difficult problems. In the case of multiple hill climbers, hyperheuristics can 
be embedded into the MAs as hyperhill-climbers for selecting the best hill climber to apply or de-
ciding the best ordering for successive application of hill climbers. In this study, a set of determi-
nistic, adaptive and self-adaptive hyperhill-climbers are investigated on a benchmark of exam 
timetabling problem instances, each requiring a satisfactory schedule subject to some constraints. 
Three hill climbers, each aiming to reduce the violations due to a specific constraint type are util-
ized. The self-adaptive hyperhill-climbers perform better as compared to the adaptive ones. The 
CH_GD as a self-adaptive mechanism delivers a good performance. Ordering the hill climbers 
with respect to the weighted violations for consecutive application seems to be a better choice than 
ordering them with respect to the raw number of violations. Yet, a deterministic hyperhill-climber, 
namely, SR_IE that selects a single hill climber at a time turns out to be the best one among all. 
The experimental results show that the hyperhill-climbers are viable strategies to manage a set of 
low level hill climbers within an MA. The affect of the number of hill climbers that a hyperhill-
climber manages will be investigated further as a future work. 
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