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ABSTRACT

This proposal is for a discussion of the HCI antiséec
performance issues presented by the use of iniezact
systems in live performances, with reference tooseh
system designed to track a juggling performer aredhte
audio visual accompaniments based on their movesnent
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SUMMARY

This project explores the use of computer vision
technologies in artistic performance, with a paittic focus

on the circus arts. In order to test the ideassimv based
tracking system has been developed, to track aopers
during a juggling performance, and create live auéli
visual elements based on their movements.

Historically, many technical innovations, such aee-p
recorded music, and sequenced lighting effects,e hav
reduced the interactivity and flexibility of perfoance,
removing the performer’s ability to improvise. Theain
motivation behind this work is to allow performers
flexibility in their performance, by driving exteh
elements of the performance directly from the penfar’s
movements, rather than them having to performnme tio a
fixed accompaniment. This flexibility has the added
advantage of allowing the performer to interacthwihe
audio & video, which arguably allows it to becomerm
than just an accompaniment to the performancef,itaat
become integrated into the performance as a whole.

The use of vision technology removes constraintshen
movement of the body that are inherent to tradition
methods of interacting with computers or perfornganc
systems. This is very important in physical perfantes,
where the body is used for the performance, bsesanew
challenges for interaction design, both in termthefvisual
interface itself, and in terms of how to integrtte use of
the interface into a performance. In order to emablke

exploration of these processes, the interactiomscanput
of the juggling tracker system are controlled byims
which allow rapid prototyping of new interactioreas.

This configurability, allows a wide range of perfances
to be created. It allows multi-part performances b®
created, which use different configurations of Hystem.
This presents further challenges; how to orchestthe
configuration changes using the vision system amd to
integrate this control within the performance.

This technology has been developed in an iterqiiveess,
including workshops with professional and amateur
performers, and a public performance. This hasmgiwe
greater insight into the practical and conceptissués
relating to the use of this kind of system in aeliv
performance setting. The workshops have also peovid
inspiration as to possibilities of the system whigd had
not envisaged, and we believe has also in turniredp
jugglers to investigate new areas of their practidech
became interesting when interacting with our system
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JOE MARSHALL: GRADUATE SYMPOSIUM PROPOSAL
This document is in three parts, firstly the tedbgg we
have developed is described, the second part tesctie
design process used. Finally, Performance and H@&ted
issues we have identified are discussed, thiseigptimary
area we are interested in discussing in the symposi

THE TECHNOLOGY: JUGGLING TRACKING SYSTEM

The juggling tracker system uses a camera, a lapto
computer, a projector and a form of audio outputhsas a
P.A. system. The system uses the camera to ddtect t

position of a juggler's arms and head, and to detiee
movement of multiple balls that the performer isdihtg or

juggling. This is done using a Particle Filter /Mdensation

[7] tracker, with some custom modifications to alli to
track the multiple objects quickly, (a detailed ctggtion of
this algorithm is in [8]). A sample input frame artige
detected positions are shown in Figure 1.

These positions are then input into a script bafisplay
system, which creates interesting audio and visudput

p.

Simplified Tracking System

As well as the main tracking system, a simplifieacking
system has been developed, which uses ‘GloBallts(ba
containing LED lights) [2]. These are juggled irrldeess,
which makes them very easy to track. Because diar,
this tracker cannot see the body of the juggler trsr
position can only be inferred by the scripts. Hoareit is
useful for performance work, as it does not require
calibration for lighting levels, so is very fastget up. Also

it is very efficient, allowing for more processorténsive
audio and visual effects to be produced.

Related Art / Performance Technical Work

Video based interactive art has existed for sevgears,
from early video camera installations [9], to David
Rokeby’s interactive audio installations using pfive
computers and custom built cameras [13]. Later, emor
sophisticated systems such as the MIT ‘DanceS{Ha&8’
created active environments for performance. These
artworks generally performed a pre-set translatiam
input to output, which was limited in its applicati to

which may be controlled based on the movement ef th longer performances. Several Recent systems such as

performer or balls. A very simple example scripsi®wn
in Figure 2, which creates a motion blur effectofoured
streaks following the ball patterns. When only dradl is
juggled, the script switches into a mode wherejtiggler
can ‘paint’ pictures on the display by moving tlal b

b)

Figure 1 Tracking balls, arm & head

EyesWeb [4], and EyeCon [10] aim to create gengsion
systems for use in performance which can be cordittor

a particular performance domain. Our system aintake a
specific domain of juggling, which allows the usé o
customised tracking algorithms that are more at¢eura

if( !this.initialised)

/1 initialise the display

/] draw circles where the balls are

thi s. bal | s=di spl ay. Add("BALL_CI RCLE") ;

/1 add notion blur

this.blurrer=di spl ay. Add("MOTI ON_BLUR",
this. balls, 225, 225);

/1 output blurred ball display

di spl ay. Add("output”,this.blurrer);

this.initialised=true;

i}f( bal | Count ==1)

/1 only one ball in display:

/1 blur length Iong so perforner

/1 can paint with the ball

di spl ay. Set Par ans(this. bl urrer, 255, 255) ;
}el se

/1 otherwi se: blur length short
di spl ay. Set Parans(this. blurrer, 225, 225) ;

b)Juggling 3 balls

a)Painting with 1 ball

Figure 2 An example script and outputs



DEVELOPMENT PROCESS

Workshops & Demonstrations

At iterative design process has been followed foe t
tracking system. Workshops involving performers eéhav
been an important part of this process. Three vhas
were run, the system was also demonstrated toubkcpmat
the GameCity Lab event [1], which was an event @xpd
research into game and play related technology.

The first workshop was with a group of local jugglewho
are hobbyists rather than professional performans, as
such had variable levels of performance experiefros
simply juggling for personal enjoyment, to largealsc
public performances. This workshop was run undér la
conditions, in order to avoid any problems adaptmgew

environments, which were out of the scope of this

preliminary testing. A video camera was set-up fogat a
juggling space, with the projection screen outpatr the
system displayed in front of the juggler, offsevémds their
left hand side. The performers were encouragedldg p
within the system and to explore a set of demotistra
scripts provided, which were updated in various svag
new ideas came out during the workshop.

Secondly, some time was spent with a member ofjlalyhi
skilled and internationally renowned professionajgler,

who has a large amount of experience of juggling

performance. This was run at an external studimgua

Figure 3 Two images from the performance. The red patterns
on the left of the second image are the glowingsbal

performer owned computer and video camera due toSpace by the bandAll Seeing | which were combined to

practical constraints. This allowed us to expldre issues
involved when moving the system into a new envirentn
as well as further exploring the issues and ideagdht up
in the first workshop. It also gave us a greatsigint into
the needs of a full-time performer.

In the final workshop, the system was taken to eallo
juggling club meeting for less controlled testidds and
the GameCity Lab event were both very differentrfrine
previous workshops, as they were both in very utrotied
situations, where issues of ‘crowd control’ were reno
apparent. However, the positive side of this untairsed
use of the system was an exposure to more expigrato
uses, and people interacting with the system inswhgt
weren’t anticipated.

Performance

The most recent test of the system was a shortigoubl
performance at a local cabaret. Due to the neesketap
very quickly (there was approximately 30 secondsstet-
up of the projector, camera and laptop), the sifiepli
tracking system and glowing red balls were used.

make a seamless soundtrack which automaticallyedlte
length depending on when certain parts of the pexdoce
were reached. The performance was in multiple cesti
from an initial section where a rocket took off, warious
sections in space, where the space rocket battjathst
aliens and flew over the earth, in response tojubggling
patterns being performed, to a final scene, wheserdcket
on the projector crash-landed into the roof ofweue, and
the performer used the tracking system to write &hd’ on
the projection screen.

Audience Response to the Performance

After the performance, informal comments were sough
from audience members, which revealed an inteigstitit

in the level of understanding of the performanceagst
the audience. The performance was designed todunte
the system gently, with the first scenes makinghiious
that the projections and audio were respondindedblls.

In some cases this was clear from the start, howmesy
of the audience members only understood that theatare
linked interactively part of the way through the
performance, and a small number only knew thihénlast

The theme of the evening was science fiction, and ascene, where the performer wrote by moving a ballirad

performance was created to fit into this themeetdam the
story of a man flying into space, and the disitmsnhent
that he feels on returning. The audio used a caatibim of
sound effects from well known space arcade gamas, a
short musical loops sampled from the sdficst Man In

in the air. Interestingly, this did not appear ®related to
technical knowledge, but was more strongly reldtedhe
experience of juggling and juggling acts of theivwidlals
concerned. It was unclear however whether undetistgn
of the interactivity affected enjoyment of the perfiance.



HCl & PERFORMANCE ISSUES AND INSPIRATIONS
Currently, | have developed this system to a levatre it
is robust and usable for live performance and hdwee
testing within it. | am now exploring the HCI and
performance issues involved in the use of this kafd
system. This area is where | am most in need afbfeek
and | hope to focus on this in the symposium.

Several issues have come out of the workshops. esas/
these, the system also inspired some interestirsitiye
developments from a performance point of view. Ehes
issues and inspirations are discussed below.

Related HCI Work

Belotti et al.'s Five Questions for designers ofssgg
systems [3] describes issues to be aware of wheigrdeg
interfaces which do not have traditional input desi such
as keyboards and mice. These questions are vemarg!to
our situation; however they do not take into actcahe
presence of the audience. Reeves et al. [12] extetids to
consider the way in which the interaction with syss
occurs when spectators are present. They defimeoadmy
which describes how visible to the audience théopeer’s
interactions with the system are, and also howbMsand

audience, this was a real issue, as our scriptenoft
highlighted the fact a drop had occurred.

In addition to this, the system making mistakes alsused
some issues, for example when the system didn’tosee
ball, this sometimes led to scripts believing thaart of the
performance with a different number of balls wasnge
performed.

The use of these scripts in the workshops made tissses
clear, and significant work was done in terms okimg the

scripts resilient to drops and system errors, f@n#ple by
making the scripts only change state based ontanabat

was very unlikely to occur in error, such as thmyvi
multiple balls up high, particular ball patterns; the

performer moving to a particular stage position.

System mistakes were also interesting in that veiemwing
the bare display of the tracking, the mistakes thnet
tracking made inspired some playing with the systéan
example by catching balls on the elbows, the sysiftem
decided that the elbow was one of the user’'s hatiis,
gives an interesting effect of fooling the system.

Orchestration

understandable the mapping between the performer'sMuch of the existing analysis relates to interaetivtworks,

interactions and the visible system effects is. sEhevo
frameworks have proven particularly useful durirge t
design process of the tracker.

When working with long performances with multiple
different sub-performances, the background-foreguou
model as described by Hinckley et al. [6] was ussd
inspiration; background interaction is defined d t
juggling performance, and movements within a pdrao
performance; foreground interaction is the movement
which cause the script to change state, in orderdee to a
different part of the performance. In many perfonces
this two level framework is over-simplistic, but till
provides a useful tool for framing the issues ietatto
these longer performances.

In terms of design of performances from an artigbint of
view, as well as the artworks described above,ra¢ideas

which are often only used in one configuration. Gystem

is designed for use in long performances, whictessitates
the use of scripts with multiple different states o
configurations, which alter during the course of a
performance.

Most existing systems that use this kind of chaggin
configuration use some external physical interfaceh as
an instrumented object [14], or use an externgbdreto
control the system state. The aim of this projedbiallow
this control to be done within the performancelitsghich
given the movements involved in juggling ruled thé use
of extra physical interfaces.

Two basic types of control for this were identifidstly
by using extreme actions which are not part of [@Ecs/
performance as control actions, and secondly bwygusi
actions that are known to occur at a particulaitipssin a

and frameworks inspired the creation of scripts and performance as control, in a similar way to sofevénat

performances. In particular, ideas relating to @uity in
terms of the mappings between inputs and outp{iter¢be
relevant. The idea of ‘wonderment’/curiosity [11asvalso
particularly relevant to the design of the demos tloe
public to interact with at the GameCity Lab.

Mistakes

Juggling is a highly skilled activity, which meattsat even
in professional acts, dropped balls are a posibilihis
caused issues interacting with earlier scripts thet
designed. The avoidance of undesirable outputshis t
situation (as described in Belotti et al’§ uestion [3]),
becomes significantly more difficult when you haee
system responding to your output. With the additwdran

follows a musical score [15]. The first mode of tohhas
advantages in that it allows the performer to imE®,
knowing that they can alter the configuration of gystem
at any point. However, the actions are sometimdsobu
place in a performance, and break the flow of ttte Bhe
second method constrains the performer in some ,ways
because it tends to require that the performehdabntrol
actions in a particular order. It is also lessatai in some
cases, causing false or missed control changgsabtice,

a mixture of the two control modes is used for et
parts of current performances. In many cases atteane
made to make the extreme actions fit into the cargéthe
surrounding performance, making them less extreme i
context; the two extremes of control action are lesed.



Figure 4 The Heart and Flower patterns

How can interactive systems be used to provide
explicit and implicit narrative that is integratedth
the core performance?

Can narrative structure be created in such a wayg as
become integrated into the vocabulary of the arfo
that the system is working with, rather than being
performance of two parts?

Are there ways to explicitly design systems to iresp
performers?

Arguably, this kind of control over orchestratiod a BIBLIOGRAPHY
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