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Abstract

Small lesions play a critical role in early disease diagnosis
and intervention of severe infections. Popular models often
face challenges in segmenting small lesion, as it occupies
only a minor portion of an image, while down sampling op-
erations may inevitably lose focus on local features of small
lesions. To tackle the challenges, we propose a Small-Size-
Sensitive Mamba (S3-Mamba), which promotes the sen-
sitivity to small lesions across three dimensions: channel,
spatial, and training strategy. Specifically, an Enhanced Vi-
sual State Space block is designed to focus on small lesions
through multiple residual connections to preserve local fea-
tures, and selectively amplify important details while sup-
pressing irrelevant ones through channel-wise attention. A
Tensor-based Cross-feature Multi-scale Attention is designed
to integrate input image features and intermediate-layer fea-
tures with edge features, and exploit the attentive support of
features across multiple scales, thereby retaining spatial de-
tails of small lesions at multiple granularities. Finally, we
introduce a novel regularized curriculum learning to auto-
matically assess lesion size and sample difficulty, and gradu-
ally focus from easy samples to hard ones like small lesions.
Extensive experiments on three medical image segmentation
datasets show the superiority of our S3-Mamba, especially on
segmenting small lesions.

Introduction
As the earliest indicators of severe diseases, small lesions
play a pivotal role in clinical outcomes, where timely and
precise identification can dramatically improve patient prog-
nosis (Qureshi et al. 2023). These lesions, despite their small
size, often signal the onset of significant health issues, mak-
ing their segmentation essential for effective treatment plan-
ning (de Teresa-Trueba et al. 2023; Ma and Wang 2023).
Many images from different modalities in medical imaging
(Greenwald et al. 2022) contain numerous lesions that oc-
cupy less than 10% of the image area (Duering et al. 2023;
Ali et al. 2023), e.g., early tumors, micrometastases in lymph
nodes, and small vascular abnormalities.

Existing models for medical image segmentation such as
U-Net (Ronneberger, Fischer, and Brox 2015), ViTSeg (Du
et al. 2023), and MedT (Valanarasu et al. 2021; Tang et al.
2022) have made significant strides in segmenting large ob-
jects in medical images. However, these models often strug-
gle with the segmentation of small lesions. Fig. 1 shows the

Figure 1: Segmentation results of CNN-based Unet (Ron-
neberger, Fischer, and Brox 2015), transformere-based
H2Former (He et al. 2023), Mamba-based VmUnet (Ruan
and Xiang 2024), and the proposed S3-Mamba for lesions of
varying sizes. All models perform well in segmenting large
and medium lesions, but S3-Mamba exhibits superior per-
formance in segmenting small lesions, capturing fine details
and contours of small lesions with higher accuracy.

results of several models for segmenting lesions. It is evident
that small lesions are inaccurately segmented due to their
subtle textures and morphology. A key challenge arises from
the common down-sampling operations in network architec-
tures, which unintentionally eliminates crucial local features
associated with small lesions. As these lesions only occupy
a small portion of the image, they may be overlooked or in-
adequately represented in the segmentation output, requiring
more advanced techniques to handle small lesions.

To tackle the challenges, we propose a Small-Size-
Sensitive Mamba (S3-Mamba) to effectively and efficiently
segment small lesions. In view of the balance performance
of Mamba (Gu and Dao 2023) between accuracy and speed,
we choose Mamba as the baseline model. The proposed S3-
Mamba enhances the segmentation of small lesions through
three novel techniques: an Enhanced Visual State Space
(EnVSS) block to selectively amplify key features, an
Tensor-based Cross-feature Multi-scale Attention (TCMA)
to integrate and preserve critical spatial details, and a novel
curriculum learning strategy to adapt the training process
based on lesion size and sample difficulty.

More specifically, the proposed EnVSS block aims to



tackle the problem of losing local features of small le-
sions during down-sampling through learnable channel
weights and residual connections. Specifically, we insert
the Enhanced Channel Feature Block (EnCFBlock) into
the Visual State Space block (Liu et al. 2024), which inte-
grates global context information through squeeze, excita-
tion and scale operations to generate channel statistics and
scale channel features, so that contribution of each channel
is automatically adjusted and fine-tuned based on its rele-
vance to small lesion features. In addition, two residual con-
nections are applied to preserve important lesion fine details
by amplifying crucial features while downplaying less rele-
vant ones. The proposed EnVSS block enhances the model’s
ability to capture and emphasize the subtle characteristics of
small lesions that are often overlooked in existing models.

The TCMA is designed to retain the spatial characteris-
tics of small lesions across multiple granularities, exploiting
the attentive support from feature maps of multiple scales to
enhance the sensitivity to small lesions. The novel tensor-
based attention provides an effective mechanism to not only
integrate multi-modality features at multiple scales but also
dynamically adjust the attention based on the interplay be-
tween small lesion areas and their surrounding background
context. Unlike existing methods that often treat each feature
scale independently or focus solely on the lesion (Fiaz et al.
2024; Huang et al. 2024), the proposed TCMA uniquely em-
phasizes the relationship between the lesion and the larger
surrounding regions at multiple granularities. This dual fo-
cus well preserves the spatial integrity of small lesions while
simultaneously using the broader context to ensure that crit-
ical small lesions are not overlooked.

Traditional random sampling strategies (Singh et al. 2021)
often prioritizes the accurate segmentation of larger lesions
due to their dominance in the image, while neglecting small
lesions. Although some workaround techniques such as data
augmentation (Bosquet et al. 2023) have been explored to
replicate small lesions to improve their representation, the
bias towards larger objects remains a challenge. Inspired by
(Wang, Chen, and Zhu 2021a), we propose a novel regular-
ized curriculum learning strategy to dynamically adjust the
training process based on lesion size and sample difficulty.
More specifically, a Difficulty Measurer is designed to as-
sess the the difficulty of samples, initialize sample weights
based on lesion size and dynamically update them according
to loss values during training. A Training Scheduler with
regularization constraints is designed to gradually shift the
focus from simpler samples to more challenging samples
such as small lesions as training converges. This strategy
enables the model to prioritize more challenging cases and
adaptively focus on small lesion segmentation.

Our main contributions can be summarized as follows.
1) The proposed EnVSS block dynamically fine-tunes the
contribution of each channel based on its relevance to
small lesions through the channel-wise attention, and effec-
tively preserves crucial lesion fine details through two resid-
ual connections. 2) The proposed TCMA employs a novel
tensor-based multi-level attention strategy to integrate multi-
modality features across scales and dynamically adjust the
attention based on the interaction between small lesions and

their surrounding, preserving small lesion integrity while
leveraging surrounding context to better segment small le-
sions. 3) The proposed regularized curriculum learning as-
sesses the sample difficulty through a Difficulty Measurer
and gradual shifts from easier samples to more challenging
ones such as small lesions, through a Training Scheduler.

Related Work
Medical Image Segmentation. Existing models for med-
ical image segmentation can be broadly categorized into
four groups based on their architecture: 1) Models based
on convolutional neural networks (CNNs), like UNet (Ron-
neberger, Fischer, and Brox 2015), VNet (Milletari, Navab,
and Ahmadi 2016) and SegNet (Badrinarayanan, Kendall,
and Cipolla 2017); 2) Transformer-based models such as
UNETR++ (Shaker et al. 2024), MedT (Valanarasu et al.
2021) and H2Former (He et al. 2023); 3) Hybrid models
combining CNN and Transformer architectures, e.g., Swi-
nUNet (Cao et al. 2022), SwinUNETR (Tang et al. 2022)
and MedFormer (Gao et al. 2022); and 4) State space mod-
els, like VMUNet (Ruan and Xiang 2024), UMamba (Ma,
Li, and Wang 2024), and SegMamba (Xing et al. 2024).

Although these models have made significant strides,
small lesion segmentation remains challenging due to the
down-sampling operations that commonly exist in these
models, which may overlook small targets. In literature,
there are some attempts for small object detection, e.g., in-
crease the input image size to generate high-resolution fea-
ture maps (Bosquet et al. 2023; Wang et al. 2024b), fea-
ture enhancement (Zhang et al. 2024), feature pyramids
(Gao et al. 2024; Mei et al. 2023) and tuning loss functions
(Miao et al. 2023). These methods offer valuable insights
for segmenting small lesions. But the unique characteristics
of medical images, e.g., low contrast, complex anatomical
backgrounds, and diverse imaging modalities, often compli-
cate segmentation tasks and increase the difficulty of accu-
rately segmenting small lesions, highlighting the urgent need
for tailored models to address these challenges.

Very recently, Mamba models (Zhu et al. 2024; Liu et al.
2024) have gained traction, especially for medical image
segmentation. U-Mamba (Ma, Li, and Wang 2024) extends
the Mamba to the U-Net architecture, aiming to capture
long-range dependencies using hybrid CNN-SSM (State
Space Model) blocks. VM-UNET (Ruan and Xiang 2024)
incorporates the Visual State Space (VSS) block to capture
contextual information, and its asymmetric encoder-decoder
structure demonstrates the capabilities of SSM for segmen-
tation. These Mamba-based models predominantly empha-
size long-range dependencies and contextual information,
while sacrificing the accuracy of segmenting small lesions.
To bridge this gap, we propose an enhanced VSS block that
reduces the computational complexity while improving the
segmentation accuracy of small lesions.
Curriculum Learning. Curriculum learning (Wang, Chen,
and Zhu 2021a) was initially introduced as a training strat-
egy to gradually increase sample complexity during training,
mimicking the structured learning of humans and improv-
ing model generalization and convergence speed (Wang,



Figure 2: (a) Overview of the proposed S3-Mamba with TCMA and EnVSSBlock. (b) Detailed architecture of the TCMA, where
input image features, intermediate-layer features, and edge features are divided into patches of three different sizes. A tensor-
based attention derives the dynamic weights of these patches of three different scales, exploits their interaction and utilizes the
TCMA features to modulate the features at decoder layers. (c) Detailed structure of the EnVSSBlock, which explicitly evaluates
and adaptively adjusts the channel weights to enhance small lesion feature representation, and preserves fine details through
residual connections. (d) Detailed structure of the Enhanced Channel Feature Block (EnCFBlock), which enhances the feature
interaction through channel-wise interaction. (e) Architecture of the regularized curriculum learning strategy.

Chen, and Zhu 2021b). Recent work has extended curricu-
lum learning to other tasks such as training Generative Ad-
versarial Network (Doan et al. 2019) and image classifica-
tion (Dogan et al. 2020). In this paper, a novel curriculum
learning strategy with regularization is designed to help fo-
cus and more accurately segment challenging small lesions.

Proposed Method
Overview of Proposed S3-Mamba
As shown in Fig. 2(a), our S3-Mamba is built upon a U-
shape encoder-decoder architecture, including an Enhanced
Visual State Space Block (EnVSSBlock) and a Tensor-based
Cross-feature Multi-scale Attention (TCMA). A patch em-
bedding operation (Liu et al. 2024) is first applied to the
original image to generate initial feature maps. The encoder
comprises a series of EnVSSBlocks Down and patch merg-
ing operations, progressively capturing global dependencies,
extracting small lesion features, and compressing spatial di-
mensions. The TCMA makes use of edge features, input
image features, and intermediate-layer features, and divides

them into patches of three distinct sizes, aiming to enrich the
diversity of extracted features and focus on small lesions.
Then, a novel tensor-based attention exploits the attentive
supports from these multi-modal mult-scale patch features,
and merges them to produce the final TCMA features, which
are applied to tune the features from decoder layers. The de-
coder consists of a series of EnVSSBlocks Up and patch ex-
panding operations that progressively reconstruct the spatial
dimensions while enhancing small lesion features. To fur-
ther focus on small lesions, we introduce a regularized cur-
riculum learning strategy, including a a Difficulty Measurer
to assess sample difficulty and a Training Scheduler to focus
on segmenting challenges targets like small lesions.

Enhanced Visual State Space Block

VSSBlock is the core module of VMamba (Liu et al. 2024),
capable of effectively capturing rich contextual information
through deep convolution and SS2D, making it perform well
in segmentation tasks. However, the VSSBlock has limita-
tions in retaining fine details due to the local aggregation of



deep convolution and the indiscriminate handling of chan-
nel features, causing these fine features to be excessively
smoothed or overshadowed by more prominent background
information. To tackle these challenges, we propose the En-
VSSBlock to better preserve image fine details.

The improvements over VSSBlock are three-fold. 1) We
remove the DWConv layer in VSSBlock, thereby avoiding
excessive smoothing and reducing propagation loss of in-
formation, enabling the model to retain more detailed fea-
tures. 2) We introduce two residual connections as shown in
Fig. 2(c), one from the input directly to the output that helps
maintain the integrity of the initial input features, preventing
the information loss in a deep network, and the other high-
lighting the important features to small lesions while pre-
serving local details. 3) An EnCFBlock is added to enhance
channel features through adaptive reweighting, suppressing
irrelevant background context, and highlighting the key fea-
tures to more accurately represent small lesions. These im-
provements collectively help the model focus on segment-
ing small lesions by preserving local details and adaptively
highlighting the features relevant to small lesions.

The EnCFBlock exploits the channel-wise attention as in
(Hu, Shen, and Sun 2018). Specifically, a global average
pooling is first applied to capture the global context of each
channel; The squeezed features are then passed through two
fully connected layers to further reduces the dimensionality
and then restore it, followed by a Sigmoid activation func-
tion; These adaptive weights are then applied to the previous
channel features, enhancing important features while sup-
pressing less relevant ones; Finally, a residual connection is
employed to to preserve locality. Hence, the EnCFBlock en-
hances the feature interaction through channel-wise atten-
tion to highlight local features relevant to small lesions.

Tensor-based Cross-feature Multi-scale Attention
Existing attention mechanisms such as Soft Attention
(Omeroglu et al. 2023), Hard Attention (Jegham et al. 2023),
Self-Attention (Cao et al. 2023), and Multi-Head Attention
(Wang et al. 2024a) have demonstrated their power in var-
ious tasks, but they exhibit significant limitations when ap-
plied to small lesion segmentation, as they are not originally
designed to effectively handle multi-scale information, nor
can they fully integrate features of different types. What’s
more, attention weights are often fixed after computation
(Luvembe et al. 2023), nor adaptive to varying contexts.

To tackle the challenges, we propose a Tensor-based
Cross-feature Multi-scale Attention (TCMA) to enhance the
model’s ability to segment small lesions in three aspects.
1) The TCMA dynamically tunes the feature representations
based on multi-feature multi-scale tensors through a novel
tensor-based attention mechanism. The tensors encapsulate
the input image features, intermediate prediction features,
and edge features at multiple scales. The joint utilization
of these features could help exploit the information relevant
to segment small lesions in a wider spatial context and a
broader range of modalities. 2) The novel tensor-based at-
tention provides an effective mechanism to exploit the at-
tentive supports from features of different modalities at dif-
ferent scales. This unique approach allows for simultaneous

interaction between spatial, categorical (class-related), and
edge features, enabling the model to dynamically focus on
the most relevant features for precisely segmenting small le-
sions. 3) Finally, the integration of TCMA tensors from low-
level features in encoder layers with high-level abstract fea-
tures in decoder layers provides an effective mechanism to
exploit both sets of features, which captures the key features
of small lesions in both global context and fine details in lo-
cal neighborhoods. As a result, the proposed TCMA leads to
more precise segmentation of small lesions.
Generation of Multi-Feature Multi-Scale Tensors. We
first construct a set of pyramid features, including the in-
put image features embedded using a 7 × 7 convolutional
layer and a 3 × 3 convolutional layer, the edge features
extracted using a Sobel operator and embedded with a
3 × 3 convolutional layer, and intermediate prediction fea-
tures. More specifically, Given the i-th level feature maps
Fi ∈ RHi×Wi×Ci , a 1×1 convolutional layer F1×1 with
Nc filters converts Fi into per-category prediction features
as Ri = F1×1(Fi), where Ri ∈ RHi×Wi×Nc and Nc is
the number of categories to predict. We hypothesize that
Rk
i ∈ RHi×Wi×1 (for 1 ≤ k ≤ Nc) contains only the in-

formation associated with the k-th category. We then divide
the feature pyramid R ∈ RH×W×C into patches of three
different scales as,

Pdi = Fπ(R, di), (1)

where Fπ is the image partition operation, di represents

the size of patches, and Pdi ∈ R
HiWi

d2
i

×d2
i×Nc

. This multi-
feature multi-scale tensor provides a detailed and compre-
hensive feature representation that enhances the model’s
ability to accurately identify and segment small lesions.
Tensor-based Attention. While the tensor Pdi encapsulates
multi-feature multi-scale information, it is difficult to exploit
the attentive support through the interaction among the ten-
sor features. To achieve this, a novel tensor-based attention is
designed to dynamically tune the weights of the tensor fea-
tures. Specifically, an einsum operation is firstly adopted
to exploit the relations between edge features, input image
features and the k-th category-related features as,

Ak,di

B =

d2
i∑

j=1

Pdi

O (b, i, j, c) · Pk,di

I (b, i, j, k) · Pdi

E (b, i, j, e),

(2)

where Pdi

O (b, i, j, c) represents the tensor value derived from
the original input image features for the b-th sample in
the batch, the i-th patch, the j-th pixel and the c-th chan-
nel; Pk,di

I (b, i, j, k) represents the tensor value related to
the k-th category from the intermediate prediction features;
Pdi

E (b, i, j, e) represents the tensor value of edge features for
the e-th channel. By summing over all pixel positions within
the patch, we aggregate the information from all pixels of a
patch into the TCMA base tensor Ak,di

B .
The element-wise multiplication between Pdi

O (b, i, j, c),
Pk,di

I (b, i, j, k), and Pdi

E (b, i, j, e) encapsulates the com-
bined influence of the spatial, categorical (class-related), and



edge features, which are crucial for small lesion segmenta-
tion. In particular, the spatial features provide location-based
context and the general appearance of the lesion, the cat-
egorical features ensure the model to focus on the relevant
class (e.g., small lesions), and the edge features help to accu-
rately delineate the boundaries of the lesion, which is often
challenging due to blurring or low contrast. By combining
all of them, the model generates a more robust and accurate
representation Ak,di

B . Pdi

O , Pk,di

I , and Pdi

E are then concate-
nated along the last dimension to form a comprehensive ten-
sor Ak,di

C ∈ RB×P×d2
i×(C+Nc+E), and processed through

an MLP to compute dynamic weights,

Wk,di

D = FMLP(FFlatten(A
k,di

C )) ∈ RB×P×d2
i×O, (3)

where FFlatten(·) is the flatten operation, FMLP(·) represents
fully connected layers with batch normalization, ReLU acti-
vation, and sigmoid activation functions, and O is the output
dimension. The weighted TCMA tensor is then obtained by
aggregating over the last dimension of channel as,

Ak,di

ith =
∑

Ak,di

B ·Wk,di

D . (4)

The TCMA tensor Ak
ith is obtained by integrating the ten-

sors from different scales as Ak
ith =

∑
i A

k,di

ith , ensuring the
model’s robustness for different sizes of lesions. The com-
bination of different types of features helps more accurately
segment small lesions, which are often subtle and difficult
to be distinguished from the background. The utilization of
multi-scale features allows the model to capture both fine
details and broader contextual information, critical for han-
dling lesions of varying sizes. The resulting tensor Ak

ith en-
ables the model to dynamically adjust its focus on the most
relevant features, leading to more precise segmentation.
Integration of TCMA Tensors with Decoder Features.
The obtained TCMA tensor Ak

ith is then applied to modu-
late the output of each EnVSSLayer up, enhancing the seg-
mentation of small objects. Given a predicted mask M̂ ∈
RH×W×Nc of an EnVSSLayer up layer, it is first resized us-
ing fixed-size average pooling to match the dimensions of an
intermediate feature map, and reshaped to M̃ ∈ RHi×Wi×Nc

to match the dimensions of TCMA tensor. Then, Ak
ith modu-

lates the decoder features as,

M̂k
ith = Ak

ith ⊗ M̃k, (5)

where ⊗ denotes the einsum operation. This operation in-
tegrates the multi-modal multi-scale image fine details con-
veyed by the TCMA with the global context in the decoder
features, refining the focus on small lesions in the network.

Regularized Curriculum Learning Strategy
We further refine the training strategy to fully unlock the
model’s potential in segmenting small lesions through cur-
riculum learning shown in Fig. 2(e). We establish a Diffi-
culty Measurer based on the size of lesions. During train-
ing, we dynamically update the Difficulty Measurer based
on the loss values, assigning higher weights to samples with
lower loss and vice versa. As training progresses and loss
stabilizes, the Training Scheduler shifts focus to difficult

samples with lower weights. Specifically, given a dataset
{(xi,yi)}Ni=1, where xi represents features and yi denotes
labels for each instance i, the model Fϕ, parameterized by
ϕ, generates a prediction Fϕ(xi) for each xi and computes
the corresponding loss li = L(Fϕ(xi),yi), where L(·) de-
notes the loss function. The primary objective is to minimize
the empirical loss across the entire training set,

min
ϕ

N∑
i=1

vili + g(v), (6)

where v = [v1, v2, . . . , vN ] ∈ [0, 1]N represents the vector
of weights for training samples, determining by the Diffi-
culty Measurer. Different from traditional curriculum learn-
ing (Wang, Chen, and Zhu 2021a), we introduce a novel reg-
ularization term g(v) to influence the selection of vi as,

g(v) = λ

N∑
i=1

(
1

Frank(li)

)
+ (1− λ)

N∑
i=1

v2i , (7)

where λ is a weighting factor to balance the influence of
weight assignment using loss ranking and the strength of
the weight squared sum regularization, and Frank(·) is a rank
function. Both terms serve as regularization constraints, with
the former to regularize the weight distribution, ensuring the
model to focus on easier samples first and gradually transit
to more difficult ones such as small lesions, and the latter to
regularize the sample weights vi to prevent excessively large
weights, ensuring a balanced distribution of weights.

Experimental Results
Datasets. The ISIC2018 dataset (Azad et al. 2019) con-
tains 2,694 dermoscopy images specifically designed for le-
sion segmentation. The CVC-ClinicDB dataset (Jha et al.
2019), a benchmark for colonoscopy image analysis, in-
cludes 612 high-resolution colonoscopy images with cor-
responding polyp annotations, focusing on polyp detection
and segmentation. The in-house Lymph dataset consists of
5,344 multi-modal MRI images of prostate cancer lymph
nodes, including 2,733 T2-weighted (T2WI) and 2,611 T1-
weighted (T1WI) images, annotated by three skilled radiol-
ogists with cross-validation to ensure reliable ground truth.

We then analyze lesion sizes across the three datasets. We
sort the lesion pixel distributions from smallest to largest
in the ISIC2018 and CVC-ClinicDB datasets, dividing them
into three groups: the smallest 30% as small lesions, 30%-
60% as medium lesions, and 60% and above as large le-
sions. We randomly select 30% from each group to cre-
ate three separate sets for model testing, each focusing on
small, medium, and large lesions, respectively. The remain-
ing 70% samples are used for model training. The Lymph
dataset predominantly consists of very small and uniformly
distributed objects. We utilize 70% for training and 30% for
testing without further subdivision.
Compared Methods. Nine state-of-the-art segmentation
models are compared, falling into four groups based on
their architecture. 1) Traditional CNN-based models such as
UNet (Ronneberger, Fischer, and Brox 2015); 2) Attention-
based models, including UNETR++ (Shaker et al. 2024),
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Table 1: Performance comparison on ISIC2018 and CVC-ClinicDB datasets. S, M and L represent small, medium, and large
lesions respectively. Our S3-Mamba performs the best for most metrics on most settings, especially for small lesions.

MedT (Valanarasu et al. 2021), H2Former (He et al. 2023),
and ViTSeg (Du et al. 2023); 3) Hybrid models combining
CNN and Transformer architectures, e.g., SwinUNet (Cao
et al. 2022), SwinUNETR (Tang et al. 2022), and Med-
Former (Gao et al. 2022); and 4) State space models such
as VMUNet (Ruan and Xiang 2024).
Implementation Details. The input image size is 256×256
pixels. Common data augmentation techniques (Garcea et al.
2023) are applied to boost the performance. The backbone
is initialized using VMamba-S pre-trained on ImageNet-1k.
The AdamW optimizer is used with an initial learning rate
of 0.0001 and a cosine scheduler. The batch size is 16. The
maximum number of epochs is 600. Experiments are con-
ducted on a Tesla V100 GPU with 32GB memory.
Evaluation Metrics. Five evaluation metrics are adopted:
Mean Intersection over Union (mIoU), Dice Similarity Co-
efficient (DSC), Accuracy (ACC), Specificity (SPE), and
Sensitivity (SEN), same as in (Hirling et al. 2024).

Comparison with State-of-the-Art Methods
ISIC2018 Dataset. The comparison results on the ISIC2018
dataset are summarized in Table 1. The following can be
observed. 1) Our S3-Mamba achieves the highest mIoU of
77.13% and 81.36% for small and medium lesions respec-
tively, and a competitive mIoU of 83.28% for large lesions.
This robustness across lesion sizes is attributed to the En-
VSS block’s dynamic fine-tuning of channel contributions
and the TCMA’s multi-level attention strategy, both of which
enhance the model’s ability to preserve small lesion details
while leveraging the surrounding context. 2) The VmUnet

MODELS MIOU DSC ACC SPE SEN

C
N

N UNet (MICCAI’15) 48.56 65.37 99.91 99.98 56.88

Tr
an

s

UNETR++ (TMI’24) 48.68 65.48 99.92 99.98 57.33
MedT (MICCAI’21) 23.77 38.41 99.86 99.95 32.68
H2Former (TMI’23) 47.52 64.42 99.92 99.98 54.88
ViTSeg (MICCAI’23) 14.94 26.00 99.79 99.89 27.12

H
yb

ri
d SwinUnet (ECCV’22) 19.64 32.83 99.85 99.95 26.51

SwinUNETR (CVPR’22) 45.03 62.09 99.91 99.97 54.02
MedFormer (arXiv’23) 55.25 71.18 99.92 99.97 68.78

M
am VmUnet (MICCAI’24) 52.27 68.66 99.92 99.97 62.44

S3-Mamba (Ours) 61.19 75.93 99.94 99.97 75.18

Table 2: Performance comparison on the Lymph dataset.

(Ruan and Xiang 2024), a predecessor of the Mamba series,
excels in large lesion segmentation with a mIoU of 84.67%
and a DSC of 91.70%, but it is less effective with small and
medium lesions. This suggests that the VmUnet prioritizes
broader spatial context, potentially at the cost of fine-grained
details necessary for smaller lesions. The enhancements in
our S3-Mamba, particularly in attention mechanisms, likely
contribute to its improved performance across different le-
sion sizes. 3) UNet (Ronneberger, Fischer, and Brox 2015)
achieves an mIoU of 64.36%, 79.31%, 83.60% for small,
medium and large lesions respectively. While it is a founda-
tional model in medical image segmentation, it lags behind
newer models, particularly on small lesions, highlighting
the need for ongoing innovation in segmentation techniques.
4) Transformer-based models like MedT achieves an mIoU



Figure 3: Segmentation results on the Lymph dataset.

of 56.19%, 73.19%, and 81.57% and H2Former achieves an
mIoU of 63.51%, 77.61%, and 83.26% respective for small,
medium and large lesions. They exhibit varied performance,
with H2Former particularly strong in small lesion segmen-
tation. This suggests that Transformers are highly dependent
on their specific configuration and integration.
CVC-ClinicDB Dataset. The following can be observed on
the CVC-ClinicDB dataset. 1) Some models such as UN-
ETR++, MedT and ViTSeg experience a significant perfor-
mance drop on this dataset compared to their performance
on the ISIC2018 dataset, possibly due to the fact that the le-
sions in this dataset are generally small, with a lesion pixel
ratio ranging from 0.44% to 50.17% only. In addition, the
ISIC2018 dataset utilizes high-resolution dermoscopic im-
ages, while the CVC-ClinicDB dataset consists of colono-
scopic images where lesion visual characteristics differ. 2) In
contrast, our S3-Mamba continues to excel on the CVC-
ClinicDB dataset, because of its optimization for small le-
sion segmentation, e.g., the EnVSS block dynamically ad-
justs channel contributions, and the multi-level tensor-based
attention integrates features across scales, preserving le-
sion integrity while leveraging the background information.
3) While the S3-Mamba exhibits strong overall performance,
its sensitivity (SEN) is not the highest across both datasets.
The slightly lower sensitivity could be due to the model’s
balanced focus on both sensitivity and specificity.
Private Lymph Dataset. The comparison results for ultra-
small lesions on the private prostate lymph dataset are sum-
marized in Table 2. Our S3-Mamba outperforms all the
models, achieving an mIoU of 61.19%, DSC of 75.93%,
accuracy of 99.94%, and sensitivity of 75.18%, respec-
tively. While the performance of all models decreases on
the Lymph dataset compared to that on the ISIC2018 and
CVC-ClinicDB datasets, our S3-Mamba still leads by about
5% in several metrics. Fig. 3 shows sample segmentation
results, particularly focusing on small lesions. S3-Mamba
demonstrates a closer alignment with the ground truth and
produces fewer false positives compared to other models,
as evident in the zoomed-in sections of the image. These
observations demonstrate that S3-Mamba’s design innova-
tions significantly contribute to its leading performance on

Methods MIOU DSC ACC SPE SEN
Baseline 52.27 68.66 99.92 99.97 62.44
+EnCFBlock 55.70 71.55 99.93 99.97 67.06
+TCMA S 53.08 69.35 99.93 99.98 62.67
+TCMA M 55.66 71.51 99.93 99.97 68.67
+CL 55.15 71.09 99.92 99.97 67.82
S3-Mamba 61.19 75.93 99.94 99.97 75.18

Table 3: Ablation of key components on the Lymph dataset.

the Lymph dataset, particularly in small lesion segmentation.

Ablation Study of Key Components
We ablate key components of our S3-Mamba on the Lymph
dataset. For the baseline model, both EnCFBlock and
TCMA are removed, and it is trained without curricu-
lum learning. On top of the baseline model, the EnCF-
Block, TCMA utilizing single-scale patches (denoted as
+TCMA S), TCMA utilizing multi-scale patches (denoted
as +TCMA M), and the baseline model trained using the
curriculum learning (denoted as +CL) are added for abla-
tion. As shown in Table 3, the baseline performs relatively
poorly, with an mIoU of 52.27%. By adding the EnCFBlock,
the mIoU increases to 55.70%, indicating its effectiveness
in enhancing small lesion features. The single-scale TCMA
provides only a slight improvement of 0.81% in terms of
mIoU, suggesting that single-scale features are insufficient.
The multi-scale TCMA significantly boosts the mIoU to
55.66%, underscoring the importance of multi-scale features
and the power of the tensor-based attention. The curriculum
learning strategy enhances the mIoU to 55.15%, showing its
effectiveness in focusing on small lesions. The complete S3-
Mamba model, which combines the EnCFBlock, TCMA,
and curriculum learning, achieves the highest performance
across all metrics, with an mIoU of 61.19%.

Conclusion
In this paper, we propose Small-Size-Sensitive Mamba (S3-
Mamba), which significantly improves small lesion segmen-
tation by introducing the EnVSSBlock, Tensor-based Cross-
feature Multi-scale Attention, and a novel regularized cur-
riculum learning strategy. In particular, the EnVSSBlock en-
hances the feature representation by adding residual con-
nections to preserve local features and adaptively adjusting
channel weights to amplify important features, particularly
the subtle ones from small lesions through the channel-wise
attention. The TCMA captures multi-scale information from
patches of different modalities of different scales through a
novel tensor-based attention mechanism, combining fine de-
tails with global context, thus improving the model’s capa-
bility in segmenting small lesions. Finally, the novel regular-
ized curriculum learning strategy enables the model to grad-
ually learn features from large to small lesions, enhancing
the segmentation accuracy and robustness. The combination
of these strategies achieves significant performance gains
over state-of-the-art models on three benchmark datasets,
significantly enhancing small lesion segmentation.
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