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ABSTRACT: When we talk about AI-driven systems there is a tendency by researchers 
to treat people encountering them as ‘participants’ in human-machine interactions. This 
seems particularly true for so-called conversational AI, such as voice interfaces or 
chatbots. The pervasiveness of this position is encapsulated by the popular adoption of 
Nass et al.’s statement that “Computers are Social Actors” (CASA), which argues 
people are “mindlessly” applying human “social scripts” to AI systems; in other words, 
people act like participants as a kind of social reflex action. We think this is mistaken 
and find that a cursory look at actual interactions with (in our case) conversational AI 
systems reveals a different picture. Taking an ethnomethodological and conversation 
analytic perspective, we present a series of recorded fragments of people interacting 
with domestic voice interfaces. These show the organised ways in which conversational 
AI systems are embedded into everyday action. In doing this we reframe people’s use 
of interactive AI technologies: far from being mindless or perfunctory, interactions with 
conversational AI are inextricably situated and interwoven with the sociality of a setting. 
Crucially, we show how AI systems are regulated within that sociality, via a wide range 
of practical (in our case conversational) methods. Understanding mundane regulatory 
work, then, is more pressing from a design perspective than working out how to design 
AI-driven systems to be better ‘participants’.  
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1. Introduction 
When people interact with AI-driven systems, is it right to say that these systems are 
participating in an encounter? And is it right that we should design them with this aim in 
mind? Our purpose in this chapter is to examine the relationship between 
‘conversational AI’1 and conceptualisations of participation in social interaction. The 
need for this is because of the strong interest across many fields of research about how 
to design and engineer moments of human-AI interaction (HAII, see Amershi et al., 
2019). This raises the question of what qualities such AI technologies should exhibit, 
and how are such notions of participation are construed. We think the version of 
participation adopted by researchers and designers of interaction with AI systems tends 
to be naïve, rarely dealing with the constructive organisation of the social situations into 
which AI systems—like all technologies—are actually embedded. We instead contend 
that we cannot understand AI without also appreciating the foundationally constitutive 
nature of the social situations that render such technologies meaningful. In doing this 
we need to rethink how we treat concepts like participation in human-AI interaction. 
 
Few AI technologies are so readily examinable for the results of this naïve treatment of 
participation as conversational AI systems. These include voice interfaces and voice 
agent services such as the Amazon’s Alexa, Apple’s Siri, or Google’s Assistant. The 
conceit of these technologies is to create ‘conversational’ interactions with end-users 
through conversation design (Hall, 2018; Moore et al., 2018). The technologies 
variously aid access to information, shopping, music streaming, banking, gaming, 
calendaring, or even chatting with others (Alexa Prize, Khatri et al. (2018)). 
Conversational AI is often envisioned as a new modality of human-computer interaction 
and HAII, which strives to enable users to talk ‘naturally’ (Koefoed Hansen and 
Dalsgaard, 2015) and create systems that seamlessly embed themselves into social 
life.  
 
Let us step back for a moment and look at the bigger picture. There are plenty of 
examples of claims that AI-driven systems are increasingly capable of providing us with 
something that tips towards ‘true’ participation in the disparate circumstances of social 
life. For instance: AI technologies are providing automated ‘decision making’ (ADM), or 
displaying ‘understanding’ and ‘knowledge’ about natural language, ‘recognising’ faces, 
actions, or in our case, acting as ‘personal assistants’, taking part in conversation by 
leveraging AI techniques and design processes that enable systems to enter into 
conversation or dialogue (Castle-Green et al., 2020). This is underpinned by a 
phenomenon we could call ‘agentification’2, where AI systems’ supporting societal and 

 
1 We will refer to a class of AI systems as ‘conversational AI’ for the purposes of consistency throughout 
our chapter, although obviously we recommend caution for potential confusions that might result in face-
value readings of such language: expressing conversational capabilities or agency they are really not in 
any ordinary sense. We will refrain from repetitive scare quotes to aid readability however their presence 
is universally intended. 
2 Agentification is a way of describing how AI systems have a tendency to become rarified at the expense 
of understanding ‘AI’ as constituted not only of specific technologies but necessarily the situations in 
which they are deployed, the sociality of which produces in totality such systems as ‘AI’ (Mair et al., 
2020). A simple way to think about this is to consider how conversational AI becomes endowed with the 
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social infrastructures are routinely erased from the discussion. It is often admitted that 
present technological capabilities are limited, but a trajectory towards ‘true’ 
conversational AI (or even ‘true’ AI) typically follows this admission as a tacitly assumed 
position. Or more so, such a stance may even be explicitly embraced, as it tends to be 
with almost all AI technologies (Mitchell, 2019). We can point to relentless claims—
emanating mostly from the technical Computer Science literature—that systems are not 
only meeting but even exceeding human-level performance for things like speech 
transcription (Xiong et al., 2016) or visual tasks like recognising the contents of images 
(He et al., 2015), or of faces (Toole et al., 2007). Another key step has been the results 
of large-scale language models such as GPT-3 (Brown et al., 2020) that produce 
supposedly uncannily human-like demonstrations of language production. These 
examples are, unfortunately for their proponents, categorically different technical feats 
to those claimed and confidence in teleology is a mistake that never seems to be 
committed to memory once revealed in prior waves of AI. 
 
To some extent, this mistake around prospects for AI systems being participants in 
human life has been underpinned intellectually within fields like human-computer 
interaction (HCI), human-robot interaction (HRI) and other HAII-affiliated research 
communities by claims about computational systems’ role as “social actors” within 
interaction (see Nass et al. (1994) and Reeves and Nass (1996)). This “computers are 
social actors” (CASA) paradigm describes a social orientation towards computers 
displayed by users, who then treat said computers as participants in their activities. This 
is due to what Nass and colleagues argue is “over-learned social behavior, whereby 
users interact via socially mindless responses without meaning anything by them” (Nass 
and Moon, 2000). The effects of this phenomena identified by Reeves and Nass (1996) 
includes conversational AI; and most relevantly for us, many of their examples employ 
voice interaction. Social action towards machines in the CASA view is taken as 
“mindless”—i.e., the (mis)application by people of inappropriate “social scripts” to their 
interactions with computational systems that really should not be applied (Nass and 
Moon, 2000). 
 
Nevertheless, Nass and colleagues advance the idea that “social scripts” play a role for 
people when they are found treating all manner of digital interactive technologies with 
this “social orientation”. It is not, Nass and Moon argue, that people are seeing 
computers anthropomorphically, but rather that they apply such social behaviours in 
spite of not anthropomorphising at all (ibid., p. 93). This view—which seems to aid the 
design practices of interactive AI systems (and thereby conversational AI)—positions 
participation with computers as both leveraging and battling against a kind of 
fundamental confusion that is continually emergent in any and all instances of 
encounters between human and machine interlocutors. In this sense, CASA offers a 
stance on participation with AI systems that is built upon mistaken users—not strategic, 
nor methodical—who instinctively apply the scripts to many kinds of technology. 
 

 
power of ‘conversation’—always shorn of the complex backend infrastructures, design process and 
constitutive totalities of their grounded circumstances of use. We will return to this point later. 
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Instead, aided by looking at actual encounters with AI systems in practice, we are going 
to show that conversational AI, and potentially other forms of interactive AI systems, can 
be more productively understood as placed within organised interactional ‘regulation’, in 
contrast with the idea of them being thought of as ‘social actors’. What we mean is that 
interactions with and around conversational AI systems are continuously, ongoingly 
regulated by people: people using them, subject to them, co-proximate to, around, or 
bystanding them and the relevant moments of interaction that unfold. Our aim is to ‘let 
out some air’ from the quite pervasive argument that computational systems can be 
considered participants or have ‘conversations’ (Reeves, 2019; Porcheron, 2021)—at 
least not in any typical sense. In this regard CASA is potentially misleading as a 
conceptual apparatus with which to reason about conversational AI. This matters 
because a confused basis for design can lead to confused designs and confused critical 
assessments of design. 
 
Regulatory work is not always successful, rather it is something that we find to be 
typically strived-for by dint of the interactional environment. More so, it doesn’t preclude 
or elide the significant, well-documented, profound problems (e.g., unfairness, racism, 
neo-phrenology, accessibility etc.; for example, see Trewin et al., 2019; Gebru, 2019, 
Buolamwini and Gebru, 2018; Bowyer et al., 2020) created and exacerbated by the 
persistent tactic of exempting AI systems from determinations and attributions of 
responsibility in society, along with the organisations, economic systems, and people 
that produce them. This chapter does not intend to suggest that such matters are 
somehow readily mitigated by such regulatory action. A conversational AI system that 
exploits workers (Wong, 2019), compromises protected characteristics (Hannon, 2016; 
Sutton, 2020), appears to readily promote regressive behaviour (e.g., Microsoft Tay; 
see Wolf et al. 2017) or conjour repressive politics (Phan, 2019) is still a problematic 
system, although they cannot (and should not) be disentangled from their umbilicals to 
the cloud and organisations’ infrastructures and work practices. Rather, our point is that 
mundane regulatory work is—additively to the foregoing—simply part of this core 
texture of AI systems in everyday encounters, albeit often overlooked, and should form 
part of the growing understanding of the social implications of AI systems in society and 
practical use. 
 
In this chapter, to respecify the concept of participation, we employ a set of ‘reminders 
from mundanity’—recordings of actual conversational AI use in everyday life—that 
suggest alternate ways of considering the sheer force of regulation by users. First, 
though, before looking at these reminders, we want to briefly talk about our approach: 
ethnomethodology (Garfinkel, 1967), conversation analysis (Sacks, 1992) and the 
situated mundanity of conversational AI in-the-world. 
 

2. Approaching conversational AI 
Research into and with conversational AIs has the propensity to disavow the situated 
and mundane context in which the technology is encountered, and which is a 
fundamentally constitutive part of AI itself. For one reason or another, discourse 
routinely engages in the rarification of AI, underpinning agentification and the ultimate 
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shaping of participation. The rarified figurative technology that gets put on show in 
demos, or deployed into mass-market products, is built within corporate and university 
research labs, working towards an imagined figment of human-AI participation. This is 
achieved by shearing off constitutive features of AI in-the-world and engineering 
technology for this abstraction. Researchers interested in understanding 
(conversational) AI in-the-world then retroactively recover and attempt to ‘resolve’ the 
situation. Such a stance emphasises “reflecting how we find AI in the world (c.f. 
Neyland, 2019), rather than drawing boundaries around the technology in narrow ways 
[which] means treating all the work that goes into and is done with AI, including 
descriptions of what a given system might be said to be or be doing, as being as much 
part of the ‘assemblage’ as the hardware and software” (Mair et al., 2020). 
 
On the other hand, however, the CASA paradigm does push towards social responses 
to computational technology—most obviously AI and conversational AI. However, the 
paradigm locates those social responses as a property of human psychology and 
misapplied reactions to such technologies. In doing so, CASA ignores the socially 
constituted production of those ‘responses’, and that embedded within local, reflexive 
orders of social action. For conversational AI this is often located in the organisation of 
domestic life at a given moment (Porcheron et al., 2018).  
 
We look to everyday encounters with conversational AI for what they are, as constitutive 
phenomena in-the-world, rather than how we might imagine or desire them to be. We 
adopt the orientation of ethnomethodology and conversation analysis to explore the 
mundanity of action—to identify the things that we ‘know’ are the case but nevertheless 
tend to be abandoned in favour of agentified accounts. Through examining the 
situations that conversational AI systems are embedded amidst, we can identify the 
accountable and continual analysis of action by others, as well as the crafting and 
designing of action for recipients (Sacks et al., 1974), including ‘talk to’ such systems.  
 
In one sense, none of the facets of interaction described here will be news to those 
familiar with daily encounters with conversational AIs, specifically of the voice kind 
(Porcheron et al. 2018; Beneteau et al. 2019), although the capacity for self-deception 
in spite of this seems present even for some AI and even HCI researchers. Thus, much 
of this may be new to technologists and some designers, who may tend to assume 
conversation or talk is a fundamentally ‘messy’ activity, and so adopt strictures of 
guidelines or frameworks, or indeed rely upon findings from linguistics about what 
‘conversation’ is and how this variegated phenomenon may be formally understood and 
then encoded into infrastructures underpinning conversational AI. For those in the social 
sciences with a perhaps more critical perspective, there is a deflationary and maybe 
even ‘realist’ power to examining interaction with AI systems in detail—particularly for 
those not as familiar in the technical substrates of such systems.  
 
Through this orientation to the mundane, we examine the orderly practices involved in 
using conversational AI, to aid our re-specification of participation. A strong idea of 
participation is fundamental to ethnomethodology. Speaking ethnomethodologically, 
everyone is a participant in some order of sociality, all the time. There is—to use 
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Garfinkel’s aphorism—“no time out” from society during which participation is 
suspended (Garfinkel, 1988; McGrane, 1994). Our job then is to understand how that 
continuous work of participation is accomplished and, in turn conceptualised. Through 
this, we can identify what this all means for the design of the technologies, services and 
infrastructures that increasingly demand our involvement. 
 
Empirical examples will help us in trying to get to grips with thorny conceptual issues 
and exactly what kinds of orientations to computational systems that members of 
mundane social settings actually have (as opposed to, say, those orientations found in 
experimental settings (Nass and Moon, 2000), or equally accounts of experiences with 
conversational AIs (Cowan et al., 2017). Our guiding insight is to say that language gets 
its meaning from its use—as argued by ethnomethodological conversation analysis via 
Wittgenstein. Correspondingly, we look at actual instances of human (social) action as it 
is—rather than as we might wish it to be. Applying this to a discussion of conversational 
AI means immediately asking how interactions with and around these technologies gain 
meaning from talk-in-interaction, and to what extent empirical instances might act as 
aids to us in tracing what life with them actually looks like. As we present data in this 
chapter, we will encounter problems with arguments that conversational AIs a) might 
count as “social actors” and b) that such roles turn on the mindless (mis)application of 
social rules by people interacting with conversational AIs.  
 

3. Living with social actors 
The transcripts we draw upon next are derived from a month-long study of 
conversational AI use in domestic environments. Specific details about the approach do 
not concern us here and instead we would direct readers to Porcheron (2019). In short, 
we have audio recordings captured from a number of households interacting with one 
such conversational AI—in these instances, an Amazon Echo ‘smart speaker’. We take 
the Echo device—and the Alexa voice service that it acts as an interface to—as a 
reasonable representation of a whole range of similar voice-based conversational 
technologies (e.g., Google Home, Siri, Cortana, etc.). We remain sceptical of claims that 
changes to these systems (e.g., ‘improvements’ etc. since the data was collected or in 
the immediate future) invalidate what we address here. The basic necessity for people 
living with and around all manner of digital systems to develop sensitivity towards, and 
ultimately continuously tailor and design those interactions to accomplish particular 
ends doesn’t change (a point we will return to briefly in our discussion). This is, of 
course, notwithstanding the utopian bulwarks of claimed ‘naturalness’ (Allen et al., 
2001), ‘intelligence’ or ‘exponential improvement’ (see Mitchell, 2019). The thoroughly 
mundane and practical circumstances (often glossed as ‘messy’) we find ourselves in 
daily seem to resist this on any unwavering close inspection. 
 
We begin with the simplest work of regulating conversational AI—addressing an agent, 
i.e., being ‘heard’ and avoiding being ‘heard’, by the technology. We will then move onto 
a more complex embroilment: the depths of doing politeness, a signature consideration 
of computers being treated as social actors.  
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3.1 Addressing conversational AIs and managing ‘hearing’ 
Methods of address and the regulation of turns-at-talk have been extensively explored 
in conversation analysis (Sacks et al., 1974; Schegloff, 2007). Address is also naturally 
a key part of the technical construction of conversational AIs—epitomised through ‘wake 
words’, which preface subsequent talk directed at an AI. However, this most basic of 
features often leads to accidental, unexpected, or unintended ‘use’. Such issues of 
address figure in wider need to manage trouble, something quite forcefully obvious on 
initial use. This has a strong bearing on how talk to and around conversational AIs 
proceeds because people quickly become oriented to this as a relevant feature of their 
embedding in situ. The design of voice services tends to be ‘greedy’ in that it is often 
addressed unwittingly by users (Lau et al., 2018). Thus, people need to regulate input—
to manage being ‘heard’ and ‘not heard’ (see Bellotti et al. 2002). 
 
Fragment 1. Let’s look at a family dinner scene—with parents Susan and Carl, and 
young siblings Emma and Liam. The Amazon Echo sits on a sideboard near the dining 
table and is being used while members of the family share a meal. Susan is wondering 
out loud how she might change her shopping list (a feature that Alexa provides via its 
connection with Amazon’s core shopping service): 
 

 
 
We want to draw attention to two key moments here: 1. Susan’s opening request for 
assistance in developing an appropriate formulation of input to their Echo regarding the 
shopping list (“so how do I tell Alexa that I bought some stuff off my shopping list?”); and 
2. Carl’s delayed provision of that assistance in which he utters a fragment of a 
command that will do what Susan asks (“say ‘please delete shopping list’”).  
 
Susan’s initial request leads immediately to Alexa ‘interjecting’ with an unexpected turn-
at-talk (“you have three items on your shopping list”). Alexa has ‘heard’ Susan’s call for 
assistance as appropriate input (due to Susan’s use of the wake word), located relevant 

SUS  so how do I tell Alex:a (1.1) that I bought some stuff  
     off my: shopping list? 
     (2.0) 
ALE  you have [three] items on your shopping [list ]  
SUS           [°oh° ]                        [↑oh: ] 
?    hu hu huh 
     (0.4) 
ALE  rosemary (1.1) marshmallow (1.1) beef 
     (0.5) 
?    huhh 
     (0.8) 
SUS  [Alexa (2.0) ] Alexa I’ve bought everything off my shopping  
                    list. 
?    [((laughter))] 
     (2.1) 
ALE  you have three items on your [shopping list (1.4)] 
?                                 [((laughter))       ] 
ALE  rosemary [ (1.2)                  marsh  mallow (1.1) beef 
CAR           [say:: (.) please delete shopping list=] 
SUS                                                 =oh 
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components that are parseable (probably just “shopping list”), and produced a 
response, which in this case offers a report of Susan’s current shopping list. But it is 
clear that Susan’s opening turn is a request for help, not an address to the device. We 
know this because of Susan’s overlapped, surprised “oh”s and the subsequent laughter 
by another member of the family at the out-of-turn response from Alexa. Carl’s later 
assistance also analyses Susan’s initial turn as a request for help and not as input 
designed for Alexa. 
 
It is tempting to think about this moment as analogous to being careful what one says 
around children; we could imagine an extension to CASA studies which demonstrates 
how people apply similar social rules to computers in such situations, not wishing a 
computer to ‘overhear’. Instead, however, we see formulations and ways of talking that 
are designed in quite specific ways to gear into witnessed, gradual surfacings of the 
technical capabilities that emerge from particular instances of interaction, and thus 
enable their regulation and that of input. Here Susan either fails to design her request 
for help to the assembled family in a way that avoids breaking the threshold of what can 
be heard by the Echo (e.g., her “Alexa” is simply too loud), or she momentarily forgets 
to exclude it in this. Either way, her subsequent overlapped “oh”s offer a surprised 
accounting for this lapse—Susan clearly was not expecting to trigger a response from 
Alexa. At this moment, the adequacy of her methods to this end—her competence in 
living alongside the conversational AI and demonstrating a sensitivity towards matters of 
input, ‘address’ and ways to do ‘not being heard’ by the conversational AI—seem to be 
lacking. Susan does not treat Alexa’s interjection as ‘out of turn’ in a way we might treat 
something similar in conversation. Susan does not castigate Alexa for this or seek to 
smooth over the infraction. She does not mitigate these problems or compensate for 
them in some way according to some violation of ‘social rules’. In fact, the occurrence is 
treated by her and the assembled family as mistaken device input. This is evident in the 
surprise, in the extended laughter and also in Susan’s subsequent direct attempt to 
clear her shopping list (“Alexa I’ve bought everything off my shopping list”). 
 
Now, the tempting analogy of a ‘talking in front of child’ that one could try to characterise 
Susan’s response as akin to would also necessitate a projection that the assembled 
family treat the conversational AI as such, which we can see does not happen. Rather 
than addressing the Echo device as some form of interjecting social actor, Carl’s later 
utterance “say ‘please delete shopping list’” is for Susan. Carl also regulates his talk in 
such a way as to avoid further triggering of the Echo. Through projecting a gap within 
the device output, he inserts a response to Susan’s earlier request for assistance. He 
does so in a way that provides the second part of the necessary input to the Echo that 
Susan will need to then use, and crucially without the “Alexa” wake word. The absence 
of this wake word is striking—a clear demonstration of conversationalists’ competencies 
in managing accidental input: one such way of avoiding being heard is simply to omit 
any wake word. In this case, Carl’s “say” in particular takes its sense from Susan’s prior 
request (i.e., to “say” the following to Alexa).   
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This example shows us two contrasting moments of designing input and its regulation, 
underscoring the notion that regulation is a developed competency of people living with 
conversational AI.  
 
3.2 Talking to conversational AIs as reflexive social phenomena 
We have just seen how users of conversational AIs must make sense of things like 
‘hearability’ when designing input and regulating their place within social organisation. 
We now want to begin to foreground how such common moments of interaction with 
conversational AIs take place around others, and the critical implications of this. In other 
words, we want to examine conversational AIs’ entanglements in the circle of reflexivity 
of social actions. Ethnomethodology puts central importance upon the reflexivity3 of 
social actions and argues reflexivity fundamentally permeates social organisation. With 
an ethnomethodological orientation, reflexivity is the property that social actions—
verbal, bodily, and so on—simultaneously and inextricably both do things and offer 
accounts of themselves. It is this which enables their recognisability and analysability to 
others as this or that ‘thing’ being done (such as: recruiting assistance, instructing 
someone, or listening to music). This is somewhat akin to but goes well beyond Austin’s 
notion of “performative utterances” (Austin, 1962). 
 
Fragment 2. We need to make this more concrete, so turn to a new example. Here we 
join Joanne and Rob who are trying to get their Echo to play some music. Just prior to 
this Joanne and Rob have been asking to “play music by Kate Bush” to which the 
device responded “I can’t find songs by Kate Bush”. So now Joanne and Rob try a 
different strategy.  
 

 
 
Here we must pay attention to how Rob provides assistance to Joanne at just the right 
moment and in just the right way. As Joanne begins producing her Alexa-addressed 
utterance, she starts extending and drawing out “sings” and then stops (“Alexa, who 
sings-”). There is then a momentary, but short, pause (0.3s). Rapidly, Rob then steps 
with a completion to Joanne’s question fragment of seemingly half-finished input 
addressed to Alexa (ultimately which becomes “who sings Wuthering Heights”). Joanne 
then repeats what Rob has offered her in her next turn, and we see a response to the 
completed question from Alexa after a short pause, followed by Joanne’s laughter4.  

 
3 Ethnomethodology’s definition and treatment of ‘reflexivity’ is different to many other senses of the term; 
see Lynch (2000). 
4 For context, Joanne’s laughter at the end of this fragment seems to be calling to attention the 
strangeness of Alexa not successfully ‘understanding’ who Kate Bush is whilst at the same time ‘knowing’ 
that the song they are interested in is indeed by Kate Bush. Such fractures in sequential order and the 
organisation of joint understanding are common and are characteristic of both symbolic and sub-symbolic 

JOA   who- Alexa? (1.0) who sin:gs: (0.3) 
ROB °wuh- (.) Wuthering Heights° 
JOA Wuthering Heights 
      (1.8) 
ALE Wuthering Heights is by Kate Bush 
JOA ((laughter)) 
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The reflexive property of actions like turns-at-talk means that things done with 
conversational AIs (such as asking a question) are simultaneously indexed within, and 
accountable to the local social order in which they unfold (i.e., the conversation, its 
situation, and so on). Note how Joanne’s drawn out “sings” projects a possible trouble: 
that her success in producing appropriately formulated input is in question. The same 
can be said for the pause, which reinforces the sense of mounting trouble by virtue of its 
position after the extended “sings”. Rob then comes to the rescue with the necessary 
missing component. From this we can add that Rob’s assistance demonstrates his 
analysis of this series of occurrences as troubled—so his subsequent offer of 
“Wuthering Heights” points to him hearing that trouble emerging. The design of Rob’s 
assistance to Joanne shows his orientation to, and competence for, the design of 
appropriate conversational AI input—his analysis is oriented towards noticing various 
verbal ‘disfluencies’ as they are produced including a sensitivity towards any 
elongations, pauses etc. which may disrupt the successful design of input to Alexa. This 
is something that must be learned by users of conversational AIs. 
 
Further, Rob’s assistance and how it is designed points to a necessity to produce that 
assistance in ways that are not readily hearable by the conversational AI, like Carl’s 
sotto voce help in the previous example. To this end, Rob’s offer of “Wuthering Heights” 
is spoken much more quietly than Joanne’s surrounding turns and delivered pretty 
promptly, given that there is a need to produce fluent input without longer pauses. We 
might even want to call these backstage5 remarks (Stokoe and Sikveland, 2020): Rob’s 
quiet interjection of “Wuthering Heights”—clearly designed for Joanne and not the 
Echo—as well as Carl’s wake-word-less insertion “say please delete shopping list”. In 
summary, Rob’s methods here are directed towards regulating interactions with the 
conversational AI in just the right way. 
 
Again, as we saw with the previous example, these methods come in handy for the 
direct user of the Echo too. So, the sum effect is seamlessly co-produced ‘Alexa talk’ 
where each member of the local setting is monitoring one another’s production practices 
and their relevance and appropriateness as ‘Alexa talk’. Use of the conversational AI is 
thus regulated further, not only in terms of how people regulate ‘hearability’ of 
utterances to it and around it, but also how that particular form of talk is itself 
recognisably and analysably ‘conversational AI talk’, and therefore open to the kind of 
co-produced resolutions of trouble we see here. 
 
Conversational AIs are thus easily pulled into ethnomethodology’s explication of the 
reflexivity of social actions: utterances addressed to systems are accountable to the 
local setting of talk while also doing the work of input. Conversely, talk not designed as 

 
forms of AI (e.g., displaying that one is unaware of X at point T1 yet at point T2 displaying awareness that 
Y is related to X). At a basic level this is a failure of tracking ‘state’, however provides for a shared 
moment of amusement (or maybe frustration) for Rob and Joanne. It is little different from the phenomena 
reported by Suchman decades ago in her studies of (what we might now call) ‘smart’ photocopiers 
(Suchman, 1987). 
5 Although this hints at a Goffmanian dramaturgical metaphor (Goffman, 1959), we want to use it as a 
mere aid to illuminate agent-oriented practical competencies and not suggest anything more ‘formal’. 
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input must be crafted in ways that avoid being scooped up by wake-word sensitive 
conversational AI. In other words, in this second form, there is the embedding of 
features that seek to ensure that non-input is analysable and accountable for other co-
conversationalists. On this point, consider how Joanne demonstrates an understanding 
of what Rob is doing: not missing a beat she immediately picks up “Wuthering Heights” 
and reproduces it, more loudly this time, and in doing so also presents an analysis of 
her recognition of Rob’s prior turn as demonstrably not ‘conversational AI talk’. It is on 
this point about how reflexivity of social actions is at play in.  
 
We start to see—at a fundamental level—the expressive paucity of conceptualising a 
kind of participation with conversational AIs as formulated by misapplied social rules. 
There is a lot more going on here even for quite ‘basic’ interactions with conversational 
AIs as soon as we think of human-AI interactions as inextricably drawn into reflexive 
social order. Rather than the conversational AI being treated as a participant in 
interaction, it is more conceptually coherent to think of it as being ‘stage managed’ 
through people regulating their actions as part of the on-going social order. 
 
Next, we look at two seemingly more ‘complex’ kinds of interactions with (and around) 
conversational AIs, both of which directly speak to questions about conceptualisations 
of conversational AIs as social actors and the ways in which their regulation within 
social interactions actually unfolds. To this end, we firstly examine how scenes of 
‘politeness’ play out, and then secondly how conversational AIs become entangled with 
routine domestic politics such as the exertion of control between family members.  
 
3.3 Treating conversational AIs with politeness 
Ideas about treating conversational AIs with a kind of politeness or lack thereof is 
frequently brought up in the popular media (Searles, 2019) and by research (Nass et al., 
1999). It tends to be used as a cultural touchstone, sometimes to berate technologists, 
end-users, or society. For instance, discussions about politeness might raise concerns 
about children’s use of language, technology, and conversational AIs’ impact on 
domestic life in general (Garg and Sengupta, 2020). Politeness is also something 
argued by Nass and Moon (2000) is potentially the product of a “mindless” social 
orientation to computational systems and misapplication of social rules. Building on this, 
Lopatovska and Williams suggest that for conversational AI, “mindless politeness is 
more prevalent in a group than a lonely setting” (Lopatovska and Williams, 2018). 
Instead, we want to point out that for such group settings, conversational AIs are often 
drawn into the social organisation of manners simply because they are potentially in 
play as resources for those moments. 
 
Fragment 3. Let’s now look at a perspicuous example of moral work as it relates to 
politeness and manners (Lopatovska and Williams, 2018). We join an example with two 
people, Nikos and Isabel at a party6. Their Amazon Echo is proximate to them. Nikos 
and Isabel (jointly) ask Alexa to play something for the party. 
 

 
6 We have previously discussed this fragment in a prior publication (Reeves et al., 2018). 
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The most immediately interesting thing we see here is Nikos telling Alexa to “shut up”, 
only to be subsequently brought to account for his directive by Isabel in her address to 
Alexa: “heyuh” and “Alexa, Nikos apologises for being so rude”. On the face of it, this 
looks like a clear incidence of being polite to a conversational AI and therefore might 
lead us to think that Alexa is being afforded politeness, maybe even that Alexa is 
becoming a participant in the ongoing unfolding of conversation. In any case, a clear 
“mindless” application of “social rules” of politeness. 
 
First, we observe that Alexa is designed to respond to commands like “stop” and also 
“shut up” by subsequently stopping text-to-speech generation. In that sense Nikos is 
using valid input (valid from a computational parsing sense). However, a point we have 
continually turned to is that this interaction, as a sequentially organised matter, is 
grounded in the local context of talk. Nikos’s “shut up” is a well-formatted input or 
command to halt device output (music). So as input it does nothing wrong and seems 
like a category mistake to treat it as problematic in this sense. But—and this is a critical 
point—“shut up” simultaneously stands in the local order of talk, investing and delivering 
its meaning-in-interaction from proximate actions. Nikos’s “shut up” can be heard by 
members of the setting as simultaneously a device-relevant command and as building 
upon (and gaining further relevance from) Isabel’s prior assessment, i.e., a laughter-
inflected negative assessment of the music being played by Alexa as “not what we 
wanted”. Nikos’s “shut up” then sets up Isabel’s next turn: a chiding third-person 
“apology” to Alexa, “Nikos apologises for being so rude”. In this we see how talk-in-
action retrospectively and prospectively shapes the conversation as a result of co-
conversationalists working to anticipate the ways that talk will unfold (Goodwin, 1979).  
 
When we see this exchange between Isabel and Nikos take place in order, we see that 
the apparent politeness displayed by Isabel to the conversational AI can only really be 
understood by correspondingly taking into account its production within this local, 
sequential unfolding. Isabel uses the form of a 3rd person apology as a method for 
holding Nikos accountable for his turn. Isabel is not just apologising to the 
conversational AI here. Instead Isabel employs the simultaneity of input-at-talk to 
provide an analysis of Nikos’s behaviour, an assessment if you will, of how this 

NIK Alexa 
 (2.6) 
ISA play some New Year’s music 
 (1.7) 
ALE here’s a station for jazz music (.) instrumental jazz.  
 (1.4)  
 ((music starts playing)) 

(4.4) 
ISA   Al(h)exa this is not what we w(h)anted 
      ((laughter)) 
NIK   Alexa: (0.8) shut up. 
      (0.8) 
ISA   H↑E:Yuh (0.5) Alex(h)a (.) Nikos apologises for being so rude 
ALE   hi there 

((music continues playing)) (2.4s) 
NIK Alexa stop stop 
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behaviour does or does not align with this particular, local normative moral order 
established in their interactions with and around Alexa. In that sense, ‘politeness’ to a 
conversational AI cannot readily be extricated from the present shared, agreed-upon 
ways-of-talking-at-a-party against which Nikos is being reprimanded (albeit with a hint of 
humorous insincerity). In this sense, the conversational AI can be deployed by members 
of a social setting as a resource to e.g., chide or joke. Thus ‘politeness’ is simply doing 
other things for the social situation. It is on this basis that we should have a discussion 
about what work concepts like politeness are doing for us, and not acting as if the 
successful accomplishment of appropriate language (whether polite, non-discriminatory, 
and so on) can be achieved by only technically fixing valid input. 
 
The previous three fragments have shown in different ways how the conversational AI 
acts as a resource that is brought into the folds of talk by our co-conversationalists7. 
Participation in the form of politeness seems ever more distant from CASA’s solution to 
this, that people are simply applying social rules of politeness to machines. The  
situated unfolding of such actions argues for much more than this. 
 
3.4 Conversational AIs’ embroilments in domestic politics 
As we saw how regulating input and proxemic talk—i.e., the ‘hearing’ and ‘hearability’ of 
input, so to speak—shaped how address to conversational AIs as well as talk around 
them unfolded. Here we want to look at how people regulate one another’s input in 
more explicit ways than the previous example, where they deploy methods of control or 
‘gatekeeping’ such input to agents.  
 
Fragment 4. As devices that are designed for domestic environments, conversational 
AIs like Alexa are destined to become just another potential resource for participants in 
the organisation of domestic politics—as subject to or exerting ‘control’ over others, 
designing or demonstrating compliance. To exemplify this point, we return to the family 
seen earlier. Here we have another family dinner scene. The Amazon Echo sits on a 
sideboard near the dining table and is being used while members of the family share a 
meal. There has been an ongoing minor ‘struggle’ between parents Susan and Carl, 
and their children Emma and Liam, about who gets Alexa to play exactly what music 
and when. We join a moment where Emma addresses Alexa in order to resume the 
music they had on previously—which has been expressly dispreferred by the parents 
previously—at which point Susan intervenes. 
 

 
 

 
7 While there is some sense of potential pro-activity being a desirable design possibility for conversational 
AIs (Cha et al., 2020), currently such designed elements are not part of the standard set of functionalities 
supported. 

EMM  Alexa 
SUS  no hold on a minute= 
EMM                     =resume [RESUME music=] 
SUS                             [Alexa Alexa  ]=oh: 
ALE  ((music starts playing)) 
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We see the ‘competitive’ production of a summons to the conversational AI as well as 
subsequent directive by Emma to play (or not play) the music. Firstly, we pick apart how 
this is done. Emma launches—or perhaps more correctly resumes—her ongoing project 
to play the music by producing the wake word “Alexa”. Swiftly after this, Susan locates 
and takes advantage of the characteristic pause between wake word and subsequent 
utterance to express opposition to Emma’s nascent project: “no hold on a minute”. But 
Emma continues, producing the second part of the directive—“resume music”—neatly 
latched onto the end of Susan’s prior turn. In this way it seems as if Emma is taking 
advantage of the propensity of the underlying parsing of transcribed speech to search 
for specific keywords that may map to a space of possible well-formatted input. In this 
case “no hold on a minute” has a possibility of being ignored by the conversational AI’s 
natural language parsing and dialogue management components in favour of “resume 
music” which more clearly pertains to specific commands around the control of music8. 
Analytically setting to one side the relevance of our knowing Emma’s ‘true’ 
comprehension of the particularities of underlying technologies, she nevertheless 
upgrades her attempts towards control subsequent, louder repeat of “resume”. 
Simultaneously Susan, with overlapping talk, tries to wrestle control from Emma of the 
Echo by using the wake word herself, twice. Doing so can sometimes reset the way 
Alexa awaits input, effectively letting a user start again from the beginning (see prior 
footnote). This is clearly unsuccessful as subsequently the music does indeed start 
playing, leading to Susan’s somewhat surprised “oh”. 
 
Both Emma and Susan employ prosodic methods to regulate one another’s access to 
the conversational AI. They design their input to Alexa in ways that are sensitive to the 
technical capabilities of the Echo’s microphones and underlying software. This 
sensitivity is not gathered through reading manuals or learning about conversational AI 
system architecture but through the sum of prior interactional experiences coupled with 
a range of common-sense practical experience of computational devices in general. In a 
sense, they display some semblance of Sacks’s concept of recipient design (Sacks et 
al. 1974). However, it is perhaps more correct to talk about a sensitivity towards the 
parameters of input to the technology as we have done throughout this chapter. In 
either case, there does not seem to be a need for arguing any substantive difference 
between talk and, say, the how any technologies of recognition (or input devices in 
general) necessarily constrain the parameters of that input (cf. Burak and Reeves, 
2017). Ultimately, most technologies require human users to provide appropriately 
‘disciplined’ actions so as to get something done with them, be it an opportune mouse 
click or sequence of verbal utterances. 
 
There are other subtleties apparent in this domestic scene to focus on too. The 
conversational AI becomes embroiled in the everyday workings of family ‘small-p’ 

 
8 Note that this is not a technical point about the inner workings of natural language processing at play, 
but rather a point about how users of conversation agents learn about what kinds of technical foibles they 
have and how such foibles may be co-opted to achieve certain kinds of effects. In this case, one can rely 
upon an overzealous approach towards keyword matching to achieve this kind of effect. We cannot be 
certain that this is what Emma is doing here, but an ethnographic perspective on the data would suggest 
as much. 
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politics and in this case what we could call the “politics of control” (Porcheron et al. 
2018) or perhaps something here we might recast as the politics of regulating 
conversational AI. Encompassed in this are matters of entitlement to address Alexa—
who gets to say what and when. In this case parents’ interactional projects with the 
conversational AI are in tension with the children’s ongoing projects, i.e., to get to play 
music, to play music they want to listen to, and equally to some extent use it to leverage 
some enjoyment in engaging in a level of antagonism with the parents. There is no 
model for rights to conversational AI input going on here, so members of the family 
instead use a raft of methods to manage those rights, entitlements, and so on, including 
(as we have seen) prosodic methods, overlap avoidance / latching, and eventually 
sheer volume to get desired results.  
 
In sum, the conversational AI looks more like a resource that—as with any other 
technology—turns upon social organisation to manage, distribute, and share access—
i.e., to regulate it. Like politeness, describing the methodical work of participants in 
social interaction unfolding as the (mis)application of social rules to non-human 
‘participants’ seems to be an unnecessary stretch beyond a simpler apparent truth. Our 
data shows that those interactions with and around conversational AIs take advantage 
of and adapt to fit mundane methods of social interaction—talk in these cases—to the 
emerging textures, and foibles of the technology in question. It is unclear why this needs 
to be positioned as a ‘confused’ state for such participants, that they are “mindlessly” 
applying (and adapting to fit) methods of social interaction to the practical tasks they are 
faced with. 
 

4. Rethinking ‘conversational’ technologies 
The discourses on AI that cross research, industry, and the media, share a tendency to 
concoct some semblance of deeper ‘participation’ in everyday life as the ultimate goal of 
AI systems design, moving it well beyond HCI’s more ‘realist’ conceptions of interaction 
(see review by Hornbæk and Oulasvirta (2017)). The promise of participation is 
embedded deeply within AI’s early figuration via its strongly Cartesian framing of 
‘intelligence’. This has resulted in substantial branches of AI categorising intelligence as 
a cognitive phenomenon via a representationalist theory of mind, which then lands us 
into a discursive space organised around the apparent similarity between this and 
computation9. The stage was thus set for establishing a debate about participation as a 
potential property of human-machine interactions and has tended to be one of—we 
argue unwarranted and confused—connection and comparison between human and AI 
capabilities. While this has been subject to critique by many others (Dreyfus, or Collins 

 
9 We should temper this presentation a bit. Significant work in AI such as that by Rodney Brooks has 
explored non-representational AI (in distinction to cognitive-inspired ‘Good Old Fashioned AI’ (GOFAI)) 
whereby intelligence is an emergent property of agents in environments (Brooks, 1991). Equally, we must 
point out that cognitive science has too pushed towards the importance of considering embodiment via 
ecological psychology, enactivism, and so on (“4E cognition”, see Hutchinson (2019)). Nevertheless, 
while one could argue that contemporary surges in sub-symbolic AI also may be seen as rejecting 
representation, the bases for much lauded branches like neural network based architectures take their 
inspiration quite directly from cognitivist thinking (even though the ‘neural’ in neural network is only 
loosely connected at best). 
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more recently, (Dreyfus, 1992; Collins, 2018)), such arguments are mostly grounded on 
the basis of impossibility or insufficiency of Cartesian AI visions to achieve what has 
been premised, rather than a full dismissal of this approach entirely as categorically 
mistaken (Button et al., 1995). This established ground level of the discourse is the first 
hurdle in concretely understanding conversational AI in-the-world. 
 
Often within more technical communities AI participation is portrayed as the present 
state of affairs, albeit subject to various technical issues which need ironing out 
(assessments of the scale of such problems varies, see Mitchell, 2019). More rosy 
visions of participation are frequently provided by technology corporations; for example, 
presentations of conversational AI skirt between framing as an unobtrusive ‘assistant’ 
that blends into the domestic setting (e.g., Amazon Echo), through to more extreme 
cases that build the semblance of participation through outright deception of people 
involved in interactions10. Underlying this comfort with participation is technical 
communities’ apparent confidence in advances in machine ‘understanding’. For 
instance, Google CEO Sundar Pichai stated in his Google I/O 2018 conference keynote 
that their conversational AI “can actually understand the nuances of conversation”11. 
More critical AI researchers, however, point to meaning being a serious and well-known 
obstacle within contemporary AI (Mitchell, 2019), which suggests unreflective use of 
such concepts can hinder proper understanding of a non-agentified view of AI-as-
situated, inextricably, in-the-world. Whilst there are obvious strategic business reasons 
to maintain such a position, it forms a big chunk of mainstream hype around the 
promise of conversational AI.  
 
In our view, these various versions of participation bear little chances of survival when 
measured against concrete social practices into which conversational AI becomes 
intertwined. In our fragments we have shown how AI in-the-world is embedded into 
continual regulation work by people interacting with and around them. Foundational 
work on AI in-the-world by Suchman, studying, as Puig de la Bellacasa (2011) neatly 
describes, “‘smart’ interfaces in software ‘assistant technology’” (Suchman, 2007; 
Suchman, 1987) demonstrated the nature of this embedding well before the advent of 
sub-symbolic, machine learning based AI, but the lesson remains the same: 
 
“[Suchman] shows how the search for ‘autonomous machine agency’ and for the 
artefact that ‘speaks for itself’ contributes to an erasure of ‘artifactuality’. In general, 
what disappears is ‘the human labour’ involved ‘in technological production, 
implementation [and] maintenance’.” Puig de la Bellacasa (2011) 
 
So, we turned to the CASA paradigm to furnish us with something that tries to tackle 
participation in ways that seem to move beyond the limitations we describe. CASA is by 

 
10 For instance, consider Google’s well-publicised ‘Duplex’ demo (see 
https://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html, also Chen and Metz 
(2019)) in which a voice agent is used to automate tasks like booking a restaurant or a hairdresser 
appointment via phone. The agent uses disfluencies and hesitations to sound more ‘natural’ and thus 
‘dupe’ the (human) recipient of the call. Also consider ELIZA (Weizenbaum, 1966). In all cases it is worth 
considering Garfinkel’s comments on the documentary method of interpretation (Garfinkel, 1967, ch.3) as  
11 See https://www.youtube.com/watch?v=ogfYd705cRs 
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our reckoning is probably one of the most well-adopted theories of human-machine 
participation particularly for fields of HCI, HRI and the wider gamut of HAII research. For 
starters CASA takes notice of the apparent sociality of situations with machines and 
pulls it out for investigation. In doing so CASA provides an explanation: that people 
employ (misplaced) social orientations to computational technologies like conversational 
AI, (mis)applying their internal stock of social rules in order to build their interactions 
with AI. At the same time CASA argues for a subtle shift in the idea of 
anthropomorphisation as phenomenon—thus rejecting the idea that people apply social 
behaviour to computational systems because they actually believe in a machines’ status 
as equivalent to human participants12. Instead, the solution is that anthropomorphism is 
a result of the aforementioned mindlessness mode of operation. As Reeves and Nass 
argue, people are “more simple than we often imagine” (Reeves and Nass, 1996, p. 
254). This move is advantageous to AI-related research because it fits with a 
representationalist, cognitive conception of human actors in human-AI interactions: 
retaining humans as subject to AI-fuelled modelling of them. Often CASA seems to be 
taken at face value by many researchers or at most criticised for its implications (e.g., 
that it may not actually be desirable to leverage CASA and its claimed effects for the 
purposes of design (Shneiderman, 2020)). 
 
In some aspects, CASA has a trivial resonance with the ethnomethodological argument 
we have pursued here in our fragments. We saw repeatedly how people interacting with 
conversational AI systems must bring to bear the variety of interactional methods they 
have at their disposal to accomplish anything with a conversational AI system. For the 
CASA perspective these methods might be thought of as its ‘social rules’. Across our 
fragments exhibiting moments of voice-based conversational AI interaction, people 
employ something similar to the methods normally relied upon to produce and therefore 
participate in everyday talk—whether that is in regulating turn-taking, managing address 
and self-selection of speakers, or repairing utterances. But the difference is that those 
methods must be interactionally, situatedly tilted and tailored by people in such a way 
as to fit with the noticeable strictures of the underlying technologies—automated speech 
recognition, natural language processing, conversation or dialogue management, and 
so on—and the ways in which those strictures manifest as the ‘interactional surface’ of 
conversational AI. At the same time those methods are designed by people as to be 
recognisable as regulating the machine—i.e., conversational AI. So, utterances are 
designedly input or designedly not input (‘hearing’, fragment 1). Such input reflexively 
shapes and is shaped by the local sequential contexture (fragment 2), or in other words 
it is accountable to the ongoing conversation and situation people find themselves in. 
Methods of managing politeness or domestic politics may fold in and adopt 
conversational AI as a resource to accomplish social interaction (fragments 3 and 4). 
And so on.  
 

 
12 We note that some research adopting a CASA perspective treats matters differently to CASA’s original 
description (e.g., Nass et al. 1994), often emphasising a transformation in the object itself rather than 
seeing all the action as being on the human side in the CASA account. This is perhaps a result of a 
declarative paper title (“Computers are Social Actors”). 
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One of the glaring issues, though, is that the situational, contingent, always unfolding, 
context-shaped and context-renewing nature of interaction (Heritage, 1984, p. 280) 
does not feature in CASA (see Muller’s argument about differentiation (2004)), much in 
the same way that such erasures are a signature in wider AI research and discourse 
(Mair et al. 2020; Puig de la Bellacasa, 2011; Suchman, 2007). Instead, CASA presents 
a view of participation which is based around rules. We can see this, for instance, in the 
suggestion that in “overlearning” of social rules which “automatically came into play” 
meant that “people were polite to a computer” (Nass and Moon, 2000). Yet we saw how 
the local sequential context of our example from fragment 3 and how the manifestation 
of such ‘politeness’ had a significant range of social relevancies (e.g., talk to devices is 
done around others and that talk is accountable). These had little to do with the applying 
a set of rules-from-without to the computational device in question (Alexa), and instead 
had everything to do with the situation of co-producing conversation and accounting for 
here-and-now conventions of what conduct is acceptable and what isn’t (see Dourish 
(1996) for a related critique). 
 
Relatedly, CASA’s conception of participation as straightforwardly (“mindlessly”) about 
social rules governing interactions with e.g., conversational AI, seems difficult to square 
with the socially organised nature of rules and rule-following. To take one example, it is 
argued that socially-oriented participants apply rules of politeness like “other-praise is 
more valid than self-praise” (Nass et al., 1994) to the computational systems they 
encounter in certain situations. In contrast, an ethnomethodological treatment of rules 
and rule-following via Wittgenstein points out how ‘rules’ are inseparable from their 
production. Looking for rule-based explanations of why something was said ignores the 
retrospective-prospective index in which utterances sit. In this example, we can imagine 
producing “other-praise” which is e.g., sarcastic or ironic, and instead uses this example 
‘rule’ in order to produce such irony or sarcasm. This is what happens in our example 
between Isabel and Nik (fragment 3). Rules are not a ‘script’ that is applied by people 
but rather acts as an ongoing resource in the production of action, reflexively. 
 
It is high time to move on from misleading aphorisms like “computers are social actors” 
as a useful approach to conceptualising human-machine participation as we begin to 
see widespread resurgence of interest in human-AI interactions. Reification and 
agentification will not help us address the significant challenges posed by AI in-the-
world. We need to take seriously AI systems’ constitutively socially situated production. 
In line with this programme, our work here has shown how crucial the embeddedness of 
conversational AI systems in-the-world turns on regulation work, from designing inputs 
to managing device outputs in and as the embedding into local courses of action. This is 
the not inconsiderable interactional work of embedding a (domestic) object into the 
various situations of life that one finds oneself in—perhaps little different to ‘any’ 
household object in some senses, but ones in which the means of their manufacture 
(Crawford and Joler, 2018) and infrastructural entanglements (Taylor, 2015) become far 
more pertinent. We need a respecification of how and in what ways we talk about 
conversational AI just as we do for AI in general. The onus is on the human to make the 
vagaries of conversation AI frontend design and infrastructures, such as they present / 
reveal themselves in the course of interactions, to become an accountable part of 
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ongoing circumstances. This discussion applies to other technologies of recognition all 
the same—of voice, face, gesture, other biometrics—that are adopted to drive 
interaction in one way or another. Technologies of recognition do not ‘recognise’ in any 
conventional sense, and so people encountering them in whatever situation must work 
to regulate them, whether that is in designing appropriate input, managing and 
embedding what comes out, or locating ways to avoid such things. Regulation work for 
people is thus simultaneously regulation of these systems and of themselves—
designing input, hearability, etc. Elsewhere bodily work employed to get technologies of 
recognition working has been referred to as “disciplining” (Tekin and Reeves (2017)). In 
many respects, with all the connotations that come along with such a term, this applies 
too to regulatory work.  
 

5. Conclusion 
We’ve taken a critical stance to examining interaction with conversational AI as 
‘participation’. This has knock-on implications for understanding AI as constituted in-the-
world and the mundane regulation work by people that is entailed in this. Often we see 
people conceptualised within fields designing and studying human-AI interactions as 
some kind of ‘participant’, acting ‘mindlessly’, numbly applying social rules to the 
technology. The critical issue with CASA is that the approach examines interactions with 
computational systems, but fail to consider how the actions unfold in and as social 
organisation. CASA approaches attempt to infer meaning of actions from the inner, the 
cognitive, but find none, so default to distinctions constructed by Langer’s mindfulness / 
mindlessness (Langer, 1992). The problem is that this approach treats context as 
separate from action and so the proper import of these actions is lost. 
 
By re-orienting towards an ethnomethodologically-informed picture of conversational AI, 
aided by empirical reminders, we see how orderly, interwoven, embedded, and 
regulated conversational AI technologies are for people that live with them. This forms a 
response to CASA, mindlessness, and adherence to social rules by respecifying 
‘participation’ as situated and regulatory, in which meaning is produced interactionally. 
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